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Abstract 

The Opinions of the customers regarding products have also become an important parameter for sales. The manufacturing 

companies are also continuously monitoring the feedback given on social media sites about their products, especially 

mobile reviews. The Sentiment Analysis (SA) is playing a vital role. The analysis cannot be limited to only text 

categorization as positive, negative, or neutral. The Emojis are also capturing emotions. So, in our proposed work the 

multi-modal sentiment analysis is done using text and Emojis. And the malleability of Deep learning models on the text 

has also increased. The combination of Word embedding models CBOW and SG are combined with the deep learning 

classifiers like LSTM, CNN, Bi-LSTM, and CNN-LSTM. The novelty of this work is to develop an Emoji-Based 

sentiment lexicon and cosine similarity usage for finding similarity. These were all modeled to predict the emotions in 

new mobile product reviews collected from various social media sites. The evaluation parameters proved that our 

proposed work had better results. The CNN-LSTM model topped in the accuracy of 94.94%. 

Keywords: Word2Vec-CBOW, Word2Vec-SkipGram, LSTM, CNN, Bi-LSTM  

1. Introduction 

The success of the company and product depends on the 

customers. The customers’ review of a particular 

product helps in increasing or decreasing the sales. 

Sentiments are one of the best features for analyzing 

customers’ responses [13]. SA can be defined as a 

process of computationally identifying and categorizing 

opinions from a piece of review or voice message and 

determining whether the writer’s attitude towards a 

particular product is favorable or adversarial or 

nonpartisan. The input for SA is either collected as text 

or emojis together from comments on Mobile apps, 

LinkedIn posts, social media posts, or Facebook shares.  

These millions of reviews/posts are mostly in the form 

of texts and emojis or only emojis to express emotion. 

These things on a single product will help the companies 

identify its pros and cons in a simpler manner using SA. 

The SA combines the two languages namely Natural 

Language Processing (NLP) and Deep Learning. The 

NLP is a language that transforms human language into 

something which machines can understand. The 

syntactic techniques and semantic techniques are used 

for processing the text. Now the processed text is ready 

for classification by deep learning algorithms. These 

algorithms help in making predictions based on the 

patterns. These algorithms are not dependent on the 

explicit instructions but the sample data i.e., trained 

data. A model is built that will analyze sentiments based 

on emotions. These emotions are either only text, text, 

and Emojis or only Emojis. This will reduce the manual 
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overhead and error on the bias [14]. Conventional 

sentiment analysis involves using reference dictionaries 

to determine how positive specific keywords are, then 

combining these scores to get the text's emotion. 

Recent studies suggest that the SA is also done using 

Deep Learning algorithms that achieve remarkable 

results. In this work, we propose a SA technique which 

is analyzing emotions based on Text and Emojis. The 

Emojis were 76 in the year 1995 and have increased to 

3663 by 2022. The  ( loud crying face) is considered 

to highest used in the year 2021[1]. The accuracy of SA 

increases by including Emojis. They represent unique 

sentiments and emotions embedded in them. So, our 

proposed work includes SA with both text and Emojis 

using Deep learning algorithms. We also propose to 

generate embedding for Emojis with similar words 

around them. The DL algorithms accept the numeric 

data. So, in this paper, we used word embeddings like 

Word2Vec to convert product reviews into a vector form 

and four Deep Learning classifiers are used [16] [20]. 

The proposed research work is organized in the 

following manner.  Related Literature Survey is in 

section-2, the Solution for the proposed problem in 

Section 3 and in Section 4 the Sentiment Analysis of 

Product Reviews. Finally, the Results of our 

Experiments in Section-5. 

2. Literature Survey 

The proposed model in our research draws inspiration 

from the existing works of SA, Word Embeddings using 

Emojis, and Deep Learning models. There is a lot of 

literature on machine learning algorithms especially 

SVM classifier and Random Forest etc[14][15]. The 

feature extraction like TF-IDF, Count Vectorizer, etc. 

Some of the recent works are discussed here. 

  Jagadeesh Panthati et.al. [5] proposed an approach to 

carry for SA of product reviews. They have used the 

deep learning classifier CNN. The novelty of this model 

was to use two-word embeddings and the classifier CNN 

with frameworks of TensorFlow and Keras for training 

and classification [7]. This model is used to capture the 

emotions of new product reviews. The experiments have 

improved the accuracy and also concluded that the 

accuracy increases proportionally with the size of the 

dataset. But it was confined to a static dataset. 

Ranjan Bhowmik et. al. [6] proposed Deep Learning 

models for the Sentiment Analysis of Bangla text. They 

have used an extended lexicon data dictionary (LDD) in 

this work. In Bangala text to identify the sentiment score 

(SS) the rule-based methods are used and the DL 

models. The cricket reviews were considered as a 

dataset. The polarity was defined by the BTSC 

algorithm and implemented on various models of CNN 

and LSTM [8]. The performance was good when 

compared with evaluators like F1-score, sensitivity, and 

recall. The hybrid model was proposed which combines 

LSTM and BERT which is having high accuracy 

compared with the individual models. This work was 

concluded on a benchmark dataset of Bangala reviews. 

Zhenpeng Chen et. al. [9] proposed a novel method to 

predict sentiments using emojis. They have used Emojis 

as an instrument. The ELSA algorithm proposed helps 

in learning both cross-language[10] and different 

languages sentiments. Experiments were carried out on 

a variety of benchmark datasets. Even as the size of 

labeled and unlabeled data diminishes, it beats state-of-

the-art cross-border approaches. The positive results 

suggest that emojis could be utilized as a generic tool for 

text mining tasks that require a large number of labelled 

samples, particularly in situations where language 

inequality exists. 

GUIXIAN XU et. al. [11] The contribution of sentiment 

information to the classic TF-IDF technique is 

integrated into this paper's suggested improved word 

representation approach, which generates weighted 

word vectors. To efficiently collect context information 

and better represent the comment vectors, the weighted 

word vectors are transmitted into a bidirectional long 

short-term memory (Bi-LSTM). A feedforward neural 

network classifier is used to determine the sentiment 

trend of the comment. The suggested sentiment analysis 

approach is compared to RNN, CNN, LSTM, and NB 

sentiment analysis methods under identical conditions 

[12]. According to the testing results, the proposed 

sentiment analysis approach has greater sensitivity, 

specificity, and F1 score. The strategy has been proven 

to be beneficial in terms of comment accuracy. 

However, in the training model, the sentiment analysis 

approach of comments based on Bi-LSTM takes a 

lengthy time. 

3. Methodology 

The methodology followed for our suggested work is 

represented in fig 1. The summary of the approach of the 

data augmentation, data pre-processing, word 
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embeddings, and deep learning models are used in our 

model. 

3.1 Dataset Description 

The mobile reviews of Samsung M21 were collected 

from various social media sites. These are collected as a 

dataset of 9003 reviews. The unstructured dataset is 

consisting of text and emojis which has to be classified 

as positive, negative, and neutral.  A miniature of the 

emojis that are considered in the dataset as a population 

from various social media posts is shown in Table 1. The 

emojis in each social media platform for sentiments are 

represented with the same code and slight changes in 

their representation. 

 

Table 1: A population of Emojis from various social 

media platforms 

The corpus class considered is consisting of Positive 

reviews of 74% i.e., 6519, and negative 26% i.e. 2326 

from a total of 9003 reviews.  

3.2 Preprocessing  

The data collected from Samsung M21 mobile reviews 

is consisting of Text and Emojis. These are compiled in 

a ‘CSV’ file. This extracted file is arranged in a format 

that is free from noise data or different units or missing 

values etc. The collected corpus is preprocessed so that 

outcome of the research is not affected. It has six steps 

involved. 

1)DROP NUMBERS:  The Mobile reviews corpus may 

contain a lot of numbers that when some operations on 

are performed give incorrect outputs, and such 

unrealistic entries are removed.  

2)LOWER CASE CONVERSION: The whole corpus 

which has uppercase characters are converted into the 

lower case for uniformity. 

3) WORD TOKENISATION: This process splits all the 

mobile reviews into words. These words are useful in 

classifying and counting them for identifying a 

particular sentiment.  

4) PUNCTUATION: The tokens identified will have 

some special characters which need to be removed from 

our data corpus. The punctuation will be removed and 

replaced by an empty string. 

5) LEMMATIZATION: The word tokens are 

lemmatized where the context is used to convert the 

token into meaning full form or root words using the 

dictionary.  The lexical database called WordNet 

Lemmatize is used in our work. 

6) STOPWORDS: The most common words in the 

language which are frequently used are removed from 

our corpus. These words add no meaning to our 

sentiment model. The word ‘not’ has been retained in 

our corpus as our proposed work is on sentiment 

analysis and its meaning helps in identifying the context. 

The corpus used in this research has passed through the 

above all pre-processing steps and the data is 

represented as shown in Table-2. 

3.3 Data Labelling 

The data annotation is done on the raw data of mobile 

reviews. The data is labelled using the Sentiment 

Intensity Analyser which has a Vader Sentiment, 

polarity scores, Compound Scores, and Label Encoding. 

The Valence Score is calculated based on the means of 

observation and experience. It is measured on a score of 

-4 to 4 where ‘-4’ is for more negative valence and ‘4’ 

is for more positive valence. This method relies on a 

dictionary that maps word and lexical features to 

sentiment. The polarity scores are calculated in the range 

of 0 to 1. The compound score is calculated which is in 

the range of -4 to 4. The researchers used the below 

normalization for compound score calculation. 

                              𝑥 =
𝑥

√𝑥2+𝛼 
 

where x is the total of the constituent words' valence sc

ores, and α is the normalization constant. 

3.4 Feature Extraction:

  

In this proposed work we have two used feature 

extraction methods for word embeddings. The reviews 
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of each word are represented using a vector in n-

dimensional space. The Word2Vec method with CBOW 

and Skip-gram. The Word2Vec model represents every 

token in the review as a vector. In Skip-gram, the tokens 

in the review are considered and the context words are 

searched in the vicinity. The CBOW is exactly opposite 

to the previous method where the input is a context word 

and it tries to predict the output.  

3.5 Classification Algorithms: 

A convolutional neural network model is presented to 

categorize the sentiment of reviews as positive or 

negative. CNN is a deep learning feed-forward artificial 

neural network. The system employs a variety of 

multilayer perceptron’s which is meant to use a minimal 

amount of pre-processing. CNN has fewer connections 

and is composed of neurons that have Weights and 

biases that can be learned and trained. CNN is a 

sophisticated deep learning model that recognizes 

patterns, Image net categorization, and picture content 

are done with Exceptional outcomes [2]. CNN became 

well-known as a result of these findings as a tool for 

classifying difficulties A CNN is made up of an input 

layer, many output layers, and a processing layer. There 

are two hidden layers and one output layer. Layers of 

convolution, completely connected layers, pooling 

layers, activation functions other levels are hidden 

layers, as well. 

The LSTM is a type of RNN that can learn long-term 

dependencies [3]. LSTMs are specifically designed to 

prevent the long-term dependency issue that plagued 

ordinary RNNs. A bi-directional LSTM is employed in 

our LSTM architecture, which is comparable to the one 

used in. The context of the previous words is kept by one 

LSTM, while the context of the future words is kept by 

the other. 

As a result, the tweets are first sent to each of the 

LSTMs, each of which has a concealed size of h. Each 

LSTM's final output is concatenated to produce a vector 

of length 2h. This vector is then sent to a fully linked 

layer that uses the ReLU activation function to activate 

it. 

3.6 Performance Evaluation: 

The sentiment analysis is improving and solving various 

real-world problems. One of the important features of 

opinion mining is performance evaluation. It is one of 

the challenging tasks to evaluate the operation of a 

machine learning model. Appropriate evaluation 

parameters are very much needed in analyzing the model 

perfectly [4]. The proposed model's advantages and 

disadvantages aid researchers in better understanding 

the work. This proposed work compared the 

performance parameters of Accuracy, Precision, Recall, 

and F1-Score. 

4. Proposed Framework 

The proposed framework is to develop a system that 

provides a simple and reliable process to identify the 

sentiment analysis using emojis. The phases of the 

process are depicted in Figure 1, and our model is 

presented in more detail in Figure 2. The product 

reviews are collected from social media websites. These 

are all stored in a data corpus. For this purpose, 9000 

reviews were collected. Pre-processing is done which 

involves major six steps. It includes the dropping of 

numbers which eliminates all the numbers in the 

reviews. Then the data is completely converted into 

lowercase for the data uniformity. Next, the data 

tokenization is performed for the identification of 

individual words. Then, the lemmatization of the data is 

done for the meaningful semantic word retention in the 

data corpus. One more important step in pre-processing 

is the removal of stop words. As our research is on the 

sentiment analysis so we retained the ‘not’ word which 

will help in understanding the key aspects of sentiments.  

The data labelling is done based on the Valence score 

calculation, compound score calculation, polarity 

labelling, and Label encoding. For the data labelling 

process, the Emoji-based Sentiment lexicon is 

developed which helps in assigning a polarity score 

based on the emojis considered. The feature extraction 

methods considered for word embedding are Word2EC 

CBOW and Skip-gram.  

Next, the data corpus is split into two parts. The training 

data corpus is of 70% and the remaining 30% is for 

testing purposes. Table -1 shows the details of machine 

learning models and their Hyperparameters. The 

classification algorithms used are LSTM, CNN, Bi-

LSTM, and CNN-LSTM. The model is trained with the 

data that contains emojis also in our work. The training 

data is given to all four classifiers. Then the test dataset 

is used as input and the predictions are made. The 

evaluation of the models is done in the last phase. This 

is used to check the effectiveness of the proposed model. 

The indicators in this research are Accuracy, Sensitivity, 

Specificity, and F1-Score. The hypothesized model's 
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performance is compared to the performance of each 

classifier employed in this model separately just for 

comparison 

 

Fig-1:  Architecture of the proposed framework 

5. Experimentation 

 In this work the hardware used is Intel(R)  i-7, 16GB 

internal memory,x64  processor, Vostro 5402. The 

operating system is Windows11 and the program 

development environment is the Python3.5 

programming language. The Pandas NumPy, NLTK, 

genism, and Keras libraries of python are used to build 

the proposed sentiment analysis method and perform 

comparative experiments. 

The mobile reviews of 9003 are considered for the 

corpus. This data is pre-processed with the six steps as 

explained clearly in the section---. Table 2 shows a 

sample mobile review of the Samsung M21 phone. 

Table 3 represents the pre-processed data after each step. 

 

Table-2: A sample mobile review by a customer 

 

Table 3: The Sample output after each pre-processing 

step 

From the above fig 3, the stage 1 the number ‘1’ is 

dropped, in stage 2 the punctuation comma and dots are 

removed, in stage 3 the review is completely converted 

to lower case, In stage 4 the tokenization is done for 

every word where the emojis 📷 👌🏻 ❤️  are retained, 

unlike other works which ignore them. In Stage 5, the 

Lemmatization is done for retaining the semantics of all 

the words considered, and in Stage 6 the stop words like 

‘with’ are removed. Finally, the stage 7 data is stored in 

the data corpus for further processing. The above 

procedure is repeated for all the 9000 reviews.  This data 

corpus is now labeled using the four techniques 

mentioned in Table 5. 

 

Table 4: Emoji-based sentiment lexicon 
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Table 5: The process of data Labeling 

In this work, the Emoji based Sentiment lexicon is 

created. It is a list of lexical features that are created by 

adding emojis to the existing lexicon. The valency scores 

are assigned to these emojis based on their equivalent 

text polarity values as shown in Table 4. These scores are 

ranging from -4(extremely negative) to 4 (most positive). 

This will be useful in labeling a review as positive, 

neutral or negative which is a combination of emojis and 

text. In the above example the sentiment score, neg — 

negative is 0.0, pos — positive is 0.537, and neutral is 

0.463. The ‘compound’ or threshold score is 0.9317. The 

third key is the sentiment labeling of the review as 

positive or negative and the fourth key value is ‘1’ in the 

Label encoding which indicates positive.  

 

Table 6:  Status of Product Reviews 

 Table 6 is representing the summary of the data corpus 

after data labeling. All the words in the review are 

converted into feature vectors of size 3434 *100 using 

Word2Vec(CBOW and Skip-gram). The parameters 

considered for these are a) vector size equal to 100 as 

shown in Table 7 for emoji '🙂’, b) window =2, c) 

min_count value is 1 which ignores all the values less 

than this, workers=2 which indicates the number of 

threads to train the model. In the trained model, the 

number of Epochs i.e. no of iterations used is 30. The 

similarity index for the features are  calculated using 

cosine similarity. For the understanding purpose, a 

feature ‘phone’ is shown as in Table 8. 

 

Table 7: Word2Vec: Vector size of 100 

 

Table 8: word2vec model for Similarity index of the 

feature ‘phone’ 

Every token is converted into a vector of dimension 100 

called as ‘Embedding_size’. As seen in fig-2, all of these 

100-dimensional vectors are stored in an array with a 

vocabulary size of 3434*100. To standardize the size of 

the input vectors, zero padding is provided to the shorter 

reviews because the duration of the various reviews 

varied. Because the maximum number of terms in a 

review in the collected data is 3434, a review matrix of 

size 3434 x 100 is created. 

S. 

No 

Data labelling 

Techniques 

Sample output 

1 Valence score neg 0.0 , neu 0.463 , 

pos 0.537 

2 Compound score                                                                             compound     0.9317                                      

3 Sentiment labeling Positive 

4 Label Encoding                           1                                         

positive    6322 

negative    2681 
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Fig 2: Dimensional Vector of size 3434*100 

The resulted review matrix is then fed as input to the 

classifiers. The model is compiled with a word 

embedding matrix of size 100D.  The optimizer is Adam 

and the parameter loss function is binary_crossentropy. 

Fig 3 is representing the hyperparameters on each of the 

models. 

After compilation the training and validation are done 

for a batch size of 100 with Epochs 5 for all models. The 

training accuracy (TA) and Training loss (TL) is helpful 

in determining whether it is overfitting or not. The 

Validation Accuracy and Validation Loss helps in the 

same. The X-axis is Epochs and Y-axis is Accuracy for 

TA and X-Axis is Epochs and Y-axis is Loss as shown 

in fig 4.   

Fig 3: Hyperparameters of the LSTM, CNN, Bi-LSTM,CNN_LSTM models 

 

6. Results and Analysis 

The experiment is performed with 9005 mobile reviews 

which were downloaded from a social media website. 

The mobile reviews collected had both text and emojis. 

This data corpus was pre-processed and stored. This data 

is now labeled using the emoji-based sentiment lexicon 

as the data was considered along with emojis. For this, 

the Valence score is calculated for the three labels as 

negative, positive, and neutral. The Compound scores 

are calculated and based on these values they are labeled 

as Sentiment positive/negative. Finally, the label 

encoding is done. The word embedding is done using the 

Word2Vec model. The methods CBOW and Skip-gram 

are compared with all the deep learning classifiers. 
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Fig 4: The Epochs with respect to Training Accuracy, Validation Accuracy, Training Loss and Validation Loss 

The results of our experiments are evaluated using 

accuracy, precision, recall and F1-score. The accuracy is 

calculated as follows: 

Accuracy = 
𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑚𝑜𝑏𝑖𝑙𝑒 𝑟𝑒𝑣𝑖𝑤𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑀𝑜𝑏𝑖𝑙𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠
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Fig 5: Accuracies of Deep Learning models  

Table 9 represents the comparison of the CBOW and SG 

concerning the evaluation parameters. Fig 5 represents 

the accuracies of the various classification algorithms.  

The Deep learning classifiers used are LSTM, CNN, 

BiLSTM, and CNN-LSTM.  The proposed model of 

using Emoji2Vec for the SA has given satisfactory 

results. The accuracy of all these models is listed below. 

Moreover, it is observed that the SG method results are 

slightly better than the CBOW methods. 

 

Table 9: The evaluation parameters of the model for the 

mobile review dataset 

The accuracy of the CNN-LSTM classifier with both 

word embeddings resulted in 94.94% consistently. The 

second best is the Bi-LSTM using the CBOW model 

with an accuracy of 94.83%. All the other models are 

resulting nearly the same concerning accuracy. 

The dataset used for these experiments has around 9003 

reviews only.  The proposed model was successful in SA 

of all the reviews without filtering emojis. Moreover, 

emojis were also used as a part of the source in finding 

the analysis. The word embedding feature extraction 

methods with different classifiers also resulted from 

mostly nearby results as we have used a small dataset. 

In the future, we have a plan of evaluating the proposed 

Emoji2Vec model with deep learning algorithms like 

BERT also.  

7. Conclusion 

In this proposed work, the SA is performed on mobile 

product reviews using various deep learning algorithms.  

The novelty of this work was to develop an Emoji-based 

sentiment lexicon based on the text polarity scores. The 

performance evaluators considered are sensitivity, 

specificity, F1-score, and accuracy. The mobile reviews 

considered had both text and emojis. This data was 

preprocessed and data labeling was done. During data 

labeling, we used the Emoji2Vec model for calculating 

the polarity scores. The feature extraction is done using 

the word embedding models CBOW and SG. Then the 

LSTM, CNN, Bi-LSTM, and CNN-LSTM models were 

developed along with their hyperparameters. The 

experimented results prove that all the models perform 

well. The CNN-LSTM proved to have high accuracy. 

The limitation was about the computational 

requirements for processing large data and few neural 

network models. Moreover, the SA cannot be limited to 

only identifying positive and negative labels of text and 

Emoji data. The aspects of the products also have to 

verify. So, in the future, this work is extended to 

complex Deep learning architectures and aspect-based. 
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