# Realization of Relative Entropy Evolution in the Sudarshan-Lindblad for two Quantum Systems 

Bhaveshkumar B. Prajapati ${ }^{1}$ and Dr. Nirbhay kumar Chaubey ${ }^{2}$<br>${ }^{1}$ Bhaveshkumar B. Prajapati [https://orcid.org/0000-0002-8015-7934] ,IT Department, L.D. College of Engineering, GujaratTechnological University, Gujarat, India. E-mail: b.b.prajapati @ gmail.com (Corresponding Author)<br>${ }^{2}$ Dr. Nirbhay kumar Chaubey [https://orcid.org/0000-0001-6575-7723] , Senior Member of IEEE, Dean of Computer Science, Ganpat University, Gujarat, India E-mail: nirbhay@ieee.org


#### Abstract

: The idea of this paper is to investigate and realizing the quantum relative entropy normally used in quantum information using physical systems for two quantum systems. We have described these respectively by Hamiltonian and Lindblad operators $\left(H_{k}, L_{k}\right), k=1,2, \cdots$, and we calculate the rate at which the relative entropy distance between the states evolving according to their two systems evolve. A consequence of the Baker-Campbell-Haussdorff formula in lie algebra theory, the computation uses the differentiation formula for the exponential map. The asymptotic formula for this relative entropy rate is obtained in terms of the scattering matrix corresponding to the two Hamiltonian.
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## 1. Introduction:

The field of quantum information can be processed with a high level of emerging technologies with covering of a wider application of the various areas. It is using a large ensemble of ultra-cold and trapped atoms, to develop with high precision in spectrography and metrology to build technological enhancement. We have to consider quantum information processing through photons pair, which includes quantum computation, metrology, commutation and a quantum sensing. Photon pair techniques are the best method in the quantum communication to established secured and fast process because photons pairs are the trustworthy carriers modulation for quantum information application. The most important part of the photon pair of quantum information leads to quantum communication and computation in which all processing tasks are performed in atomic scale with high accuracy. The emerging developments with a full-scale of quantum communication and information is still untouched and still challenging. So optical or photon pair systems are the most promising approaches for implementation quantum computing and quantum channels. The basic understanding of classical and quantum theory are representations, In classical information, the states denoted by ZERO and ONE, it means a single bit. But in quantum theory, the information is carried by qubits and it follows the quantum superposition. Here, two hypotheses are applicable and validate everywhere in the quantum system, first quantum superposition and other quantum entanglement.

In Quantum superposition, If we have a classical bit, $\operatorname{Ket}\{|0\rangle$ and $|1\rangle\}$ would be the only two stage. But as per the law of quantum mechanics allow a qubit, which is to be a combination of $|0\rangle$ and $|1\rangle$, called a superposition states. Quantum mechanics defines coherent states of the 3D (three dimensional) - quantum harmonic oscillator, and proposed by Roy Glauber for the first time to describe the quantum wave function in the form of States. As per the Dirac notation of the qubit, it should be laid on 2D (two dimensional) of complex Hilbert space H in the quantum dynamics systems.

In Quantum entanglement, which is composed of two or more parts of the quantum system and also constitutes between quantum system and classical are correlated. It will support a basic understanding between quantum-classical boundaries. Besides these fundamental aspects, quantum entanglement is a very important tool for developing the area in quantum information science [1-3]. In short, entangled states are connected with various applications in quantum cryptography, quantum teleportation, and quantum sensing. These days, entanglement is the best process to recognised as the best approach in the field of quantum communication and quantum computation tasks [4-6].

The Advantage of entanglement, is provided with a method for preparing an entangled state of the atomic scale. The method involves respective optical trap of each atom loaded more than a dipole-dipole interaction length separates the atoms of the atomic ensemble[7-9]. We have focused primarily so far, the electromagnetic quantum field has only been studied from a spatial perspective. In any case, finding the time evolution of quantum fields is important for all physical applications, and for quantum information processing in particular to achieve and describe two equivalent ways. In either case, we can either take into account the time dependence when we describe the quantum state (the Schrödinger picture) or we can describe the time dependence in terms of the operators (the Heisenberg picture).

Based on this ideas the quantum systems are defined through postulates. So one of the quantum postulates are explaining the coherent states, which is described by a density operator $\rho$ in a Hilbert space H at given time period T. It is a positive semidefinite and the trace of the density operator $(\rho)$ is unity. When its rank is one, the state of destiny operator is defined as pure states.

So, we can write as $\rho=|\psi><\psi|$, where $\mid \psi>$ is a unit vector in the given Hilbert space H .
In the Hilbert space H , there is also an orthogonal projection operator P . The probability of this event P occurring when the system is in the state $\rho$ is defined as $\operatorname{Tr}(\rho \mathrm{P})$ [10-14].

A Novelty of quantum information processing has been proposed to be carried out on physical devices. There are characterized by the fact that they should be supported to qubits or other quantum systems. When entanglement exists, the result of an experiment that collapses the quantum state of a first particle can be correlated with the result of an experiment performed on a second particle that is entangled with the first, even if the particles are separated by a macroscopic distance that prevents mutual interaction at the time of measurement [15-17].

One application of the paper's ideas is in systems at the nanoscale, such as transmitting information between atoms or from one gene to another in microorganisms. It is also possible to determine the information in atoms is transferred through quantum electromagnetic (EM) field and received by quantum receiver within another atom in the system, which is embedded [18-21]. Recently, a multi-particle entanglement measure based on Hilbert space geometry has been proposed. In pure states, this geometrical measurement of entangled states is to be determined by optimal overlap between two possible entangled states and another the unentangled state, which is mathematically computed. This measurement of two distinct upper bounds of multipartite and bi-particles of the entangled states has to be applied in the pure and mixed states [22-25].

The main contribution of this paper is to explore the relationship between the discrepancy of measured value and the relative entropy for two quantum systems. But the condition of the pure states in the some bi-partite and multi-particle for lower bound has to be saturated, and thus their relative entropy of entanglement should be calculated mathematically, based on their known geometrical measured parameters of the entangled states. Moreover, an upper bounds of the quantum relative entropy has to be established for certain mixed states of the entanglement. Numbers strongly suggest that these upper bounds are the relative entropy of entanglement, that is, they are the relative entropy of entanglement [16, 20, 23-32]. The results, although not general enough to solve the problem of calculating the relative entropy of entanglement for arbitrary multipartite states, nevertheless provide some insight into the problem. The study may provide some insight into future analytic progress related to the relative entropy of entanglement, as well as serve as a testbed for future work. As follows is the paper's structure: In Sec. II we are describing Mathematical Descriptions of the Generalized SudarshanLindblad. In Sec. III description of the two entanglement state: methodology for evolution of Quantum relative entropy of entanglement. In Sec. IV we are concluding remarks.

## 2. Mathematical Descriptions of the Generalized Sudarshan-Lindblad:

Let $\mathfrak{h}$ us consider the system Hilbert space and $\mathcal{H}=L^{2}\left(\mathbb{R}_{+}\right)$the noise Hilbert space. $\Gamma_{s}(\mathcal{H})=\Gamma_{S}\left(L^{2}\left(\mathbb{R}_{+}\right)\right)$is the noise Boson Fock space. According to the Hudson-Parthasarathy noisy Time dependent Schrödinger equation, the evolution operator $\mathrm{U}(\mathrm{t})$ of the system plus bath in the system plus noise Hilbert space is $\mathfrak{h} \otimes \Gamma_{s}(\mathcal{H})$ :

$$
d U(t)=\left(-i H(t) d t+L_{1}(t) d A(t)-L_{2}(t) d A^{*}(t)+S(t) d \Lambda(t)\right) U(t)
$$

where, $L_{1}(t), L_{2}(t), S(t), H(t)$ are system operators, that is, in $L(\mathfrak{h})$ and $A(t), A^{*}(t), \Lambda(t)$ act in the Boson Fock space $\Gamma_{s}\left(\mathcal{H}_{t]}\right)$. More precisely, $A(t), A^{*}(t)$ and $\Lambda(t)$ act in $\Gamma_{s}\left(\mathcal{H}_{t]}\right)$ and act as identity operators in $\left.\Gamma_{s}\left(\mathcal{H}_{(t)}\right)\right)$. Here, we identity the Hilbert space $\Gamma_{s}(\mathcal{H})=\Gamma_{s}\left(\mathcal{H}_{t]} \oplus \mathcal{H}_{(t)}\right)$ with $\Gamma_{s}\left(\mathcal{H}_{t]}\right) \otimes \Gamma_{s}\left(\mathcal{H}_{(t}\right)$ via the canonical isomorphism defined using exponential vectors: $\left.\quad e(u) \approx e\left(u \chi_{[ } 0, t\right]\right) \otimes e\left(u \chi_{(t, \infty)}\right)$. Note that for any Borel subset B of $\mathbb{R}_{+} \$, \$\left(u \chi_{B}\right)(t)$ equals $u(t)$ for $t \in B$ and zero for $t \notin B$. The quantum Ito formula based on the differentiation of the creation, annihilation and conservation process, which are simplified in the infinite dimension of the Boson Fock space. Using these calculus, the HP equation noisy Schrödinger equation should be described below:

$$
\begin{aligned}
& d A(t) d A^{*}(t)=d t, d A^{*}(t) d A(t)=0, d \Lambda(t) d A^{*}(t)=d A^{*}(t), d \Lambda d \Lambda=d \Lambda \\
& d A(t) d \Lambda(t)=d A(t), d \Lambda(t) d A(t)=0, d A^{*}(t) d \Lambda(t)=0
\end{aligned}
$$

Let $X \in L(\mathfrak{h})$ be Hermitian. $X(t)=U^{*}(t) X U(t)=U^{*}(t)(X \otimes I) U(t)$.
By the quantum Ito formula, we have

$$
\begin{aligned}
& \quad d\left(U^{*}(t) U(t)\right)=d U^{*} d U+U^{*} d U+d U^{*} d U \\
& =U^{*}\left(i\left(H^{*}-H\right) d t+\left(L_{1}^{*}-L_{2}\right) d A^{*}+\left(L_{1}-L_{2}^{*}\right) d A+\left(S^{*}+S\right) d \Lambda\right) U \\
& \quad+U^{*}\left(L_{1} * d A^{*}-L_{2}^{*} d A+S^{*} d \Lambda\right)\left(L_{1} d A-L_{2} d A^{*}+S d \Lambda\right) U \\
& =U^{*}\left[\left(i\left(H^{*}-H\right)-L_{2}^{*} L_{2}\right) d t+\left(S^{*}+S+S^{*} S\right) d \Lambda+\left(L_{1}^{*}-L_{2}-S^{*} L_{2}\right) d A^{*}+\left(L_{1}-L_{2}^{*}-L_{2}^{*} S\right) d A\right] U
\end{aligned}
$$

For $\mathrm{U}(\mathrm{t})$ to be unitary for all t , we require that $d\left(U^{*} U\right)=0$ and this happens iff $i\left(H^{*}-H\right)+L_{2}^{*} L_{2}=0, S+S^{*}+S^{*} S=$ $0, L_{1}=L_{2}^{*}(1+S)$, we assume that these conditions are satisfied. Another application of the quantum Ito formula yields the Heisenberg equation for $\mathrm{X}(\mathrm{t})$ :

$$
\begin{align*}
& \quad d X(t)=d U^{*} \cdot X \cdot U+U^{*} X d U+d U^{*} X d U \\
& =U^{*}\left(i\left(H^{*} X-X H-L_{2}^{*} X L_{2}\right) d t+\left(L_{1}^{*} X-X L_{2}-S^{*} X L_{2}\right) d A^{*}+\left(X L_{1}-L_{2}^{*} X-L_{2}^{*} X S\right) d A+\left(X S^{*}+S X+S^{*} X S\right) d \Lambda\right) U \tag{1}
\end{align*}
$$

We get for $\rho_{s}(0) \in \mathcal{L}(\mathfrak{h})$ being the initial system state and $u \in \mathcal{H}$,
$\operatorname{Tr}\left(\rho_{s}(0) \otimes|e(u)><e(u)| d X(t)\right)=\operatorname{Tr}_{1}\left(\rho_{s}(0) \operatorname{Tr}_{2}(|e(u)><e(u)| d X(t))\right)$
Now from (1),
$\operatorname{Tr}\left(\rho_{s}(0) \otimes|e(u)><e(u)| d X(t)\right)=i . \operatorname{Tr}\left[U(t) \rho_{s}(0) \otimes|e(u)><e(u)| U(t)^{*}\right)\left(H^{*} X-X H-L_{2}^{*} X L_{2}\right] d t$
$+\operatorname{Tr}\left(U(t)\left(\rho_{s}(0) \otimes|e(u)><e(u)|\right) U(t)^{*}\left(L_{1}^{*} X-X L_{2}-S^{*} X L_{2}\right)\right) \bar{u}(t) d t$
$+\operatorname{Tr}\left(U(t)\left(\rho_{s}(0) \otimes|e(u)><e(u)|\right) U(t)^{*}\left(X L_{1}-L_{2}^{*} X-L_{2}^{*} X S\right)\right) u(t) d t$
$+\operatorname{Tr}\left(U(t)\left(\rho_{s}(0) \otimes|e(u)><e(u)|\right) U(t)^{*}\left(X S^{*}+S X+S^{*} X S\right)\right)|u(t)|^{2} d t$
It follows that if we define the system state at time $t$ as

## MODEL OF OPTIMUM VALUE FOR OF THE DENSITY OPERATORS:



So Total Hamiltonian; $H(t)=H_{0}+\epsilon V(t)$
$\rho_{s}(t, u)$ is a desired operators
$\rho_{d}(t)$ is a Derived operators
\|. \| is a Frobenius Norm and
$\xi_{\text {min }}=\left\|\rho_{s}(t, u)-\rho_{d}(t)\right\|$ is an optimum values

$$
\rho_{s}(t)=\rho_{s}(t, u)=\operatorname{Tr}_{2}\left(U(t)\left(\rho_{s}(0) \otimes|e(u)><e(u)|\right) U(t)^{*}\right)
$$

then $\rho_{s}(t)$ satisfies the generalized Sudarshan-Lindblad equation
$\rho_{s}^{\prime}(t)=-i\left(H(t) \rho_{s}(t)-\rho_{s}(t) H(t)^{*}-L_{2}(t) \rho_{s}(t) L_{2}(t)^{*}\right)+\bar{u}(t)\left(\rho_{s}(t) L_{1}(t)^{*}-L_{2}(t) \rho_{s}(t)-L_{2}(t) \rho_{s}(t) S(t)^{*}\right)$
$+u(t)\left(L_{1}(t) \rho_{s}(t)-\rho_{s}(t) L_{2}(t)^{*}-S(t) \rho_{s}(t) L_{2}(t)^{*}\right)+|u(t)|^{2}\left(S(t)^{*} \rho_{s}(t)+\rho_{s}(t) S(t)^{*}+S(t) \rho_{s}(t) S(t)^{*}\right)$
Given a state evolution $\rho_{d}(t), 0 \leq t \leq T$, assuming $L_{1}, L_{2}, H, S$ to be constant operators in $\mathfrak{h}$ (i.e. independent of time).
The optimum function $u(t), 0 \leq t \leq T \$\left(\$ u \in L^{2}\left(\mathbb{R}_{+}\right)\right)$so that $\int_{0}^{T}\left\|\rho_{s}(t, u)-\rho_{d}(t)\right\|^{2} d t$ is a minimum.
Assuming the function $u(t), 0 \leq t \leq T$ and H given, determine the optimum operators $L_{1}, L_{2}, S$, so that $\int_{0}^{T} \| \rho_{s}(t, u)-$ $\rho_{d}(t) \|^{2} d t$ is a minimum in given block diagram.

## 3. Methodology for Evolution of Quantum relative entropy:

The evolution has to be appeared in the form of Von Neumann entropy for an entangled states $\rho$, which is defined as $S(\rho)-=\operatorname{Tr}(\rho \cdot \log (\rho))$. When the measurement has to be carried out, the evolution of the entangled state may get disturbed by BATH states due to Heisenberg uncertainty principles. So in order to avoid this, we can approach the nondemolition measurement, which can be made on the system with BATH states. Suppose we send a random classical alphabet x with probability $\mathrm{p}(\mathrm{x})$ and the resulting state is $\rho_{x}$ [31-37]. Then the conditional entropy of the output given the input is given by $S(Y \mid X)=\sum_{x} p(x) S\left(\rho_{x}\right)$ and the entropy of output is given by

$$
S(Y)=S\left(\sum_{x} p(x) \rho_{x}\right)
$$

A quantum relative entropy is evolving in between two quantum systems $\rho_{1}(t)$ and $\rho_{2}(t)$ are density matrices satisfying the Sudarshan-Lindblad equation.

$$
\begin{aligned}
& \rho_{1}^{\prime}(t)=-\iota\left[H_{1}, \rho_{1}(t)\right]-\frac{1}{2} \theta_{1}\left(\rho_{1}(t)\right) \\
& \rho_{2}^{\prime}(t)=-\iota\left[H_{2}, \rho_{2}(t)\right]-\frac{1}{2} \theta_{2}\left(\rho_{2}(t)\right)
\end{aligned}
$$
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Where, $H_{1}$ and $H_{2}$ are time dependent Hamiltonian, which are hermitian operators and $\theta_{1}$ and $\theta_{2}$ are the Noise operators, deigned through observable.

$$
\begin{aligned}
& \theta_{1}(X)=\sum_{k=1}^{p}\left(L_{k}^{*} L_{k} X+X L_{k}^{*} L_{k}-2 L_{k} X L_{k}^{*}\right) \\
& \theta_{2}(X)=\sum_{k=1}^{p}\left(M_{k}^{*} M_{k} X+X M_{k}^{*} M_{k}-2 M_{k}^{*} M_{k}\right)
\end{aligned}
$$

Assume $H_{2}-H_{1}$ and $M_{k}-L_{k}$ upto $O(\varepsilon)$, then calculate upto $O\left(\varepsilon^{2}\right)$.

$$
\frac{d}{d t} T_{r}\left(\rho_{1} \log \rho_{1}\right)=T_{r}\left(\frac{d \rho_{1}}{d t}\right)+T_{r}\left(\rho_{1} \frac{d}{d t} \log \rho_{1}\right)
$$

so by the Baker-Campbell-Haussdorff formula

$$
\rho_{1}=Z_{1}, \rho_{2}=e^{Z_{1}}, \rho_{1}^{\prime}=e^{Z_{1}} \frac{I-e^{-a d Z_{1}}}{a d Z_{1}}
$$

Let,

$$
\begin{gathered}
Z_{1}^{\prime}=\rho_{1}^{-1} \sum_{r=1}^{\infty} c_{r}\left(\operatorname{ad} Z_{1}\right)^{r}\left(\rho_{1}^{-1} \rho_{1}^{\prime}\right) \\
T_{r}\left(\rho_{1} \frac{d}{d t} \log \rho_{1}\right)=T_{r}\left(\rho_{1} Z_{1}\right)=\sum_{r=1}^{\infty} c_{r} T_{r}\left(\rho_{1}\left(\operatorname{adlog} \rho_{1}\right)^{r}\left(\rho_{1}^{-1} \rho_{1}^{\prime}\right)\right)
\end{gathered}
$$

(since $T_{r}\left(\rho_{1}^{\prime}\right)=0$ ). If X is a self-adjoint (like $Z_{1}$ ), then $a d X$ is a skew-Hermitian.
Since,
$T_{r}((a d X)(y) Z)=T_{r}([X, Y] Z) \quad=T_{r}((X Y-$
$Y X) Z)=-T_{r}(Y(X Z-Z X))=-T_{r}(Y(a d X)(Z))$
Let, $(a d X)^{*}=a d X$, Hence all the eigenvalues or $a d X$ are pure imaginary and the above series for $\frac{a d Z}{1-e^{-a d Z}}$ does not converge.

Instead, we try

$$
\begin{aligned}
\frac{a d Z_{1}}{1-e^{-a d Z_{1}}}= & \left(a d_{1}\right) \sum_{m=0}^{\infty} e^{-m a d Z_{1}} \\
& =a d Z_{1} \sum_{m=0}^{\infty} A d\left(e^{-m Z_{1}}\right)=\left(a d Z_{1}\right)\left(I+\sum_{m=1}^{\infty} A d\left(\rho_{1}^{-m}\right)\right)
\end{aligned}
$$

so, $\quad T_{r}\left(\rho_{1} \frac{d}{d t} \log \rho_{1}\right)=T_{r}\left(\rho_{1} Z_{1}^{\prime}\right)=T_{r}\left(\rho_{1} \frac{a d Z_{1}}{1-e^{-a d Z_{1}}}\left(\rho_{1}^{-1} \rho_{1}^{\prime}\right)\right.$

$$
\begin{gathered}
\left.=T_{r}\left(\rho_{1}\left(a d Z_{1}\right)\right)\left(\rho_{1}^{-1} \rho_{1}^{\prime}+\sum_{m=1}^{\infty} \rho_{1}^{-m-1} \rho_{1}^{\prime} \rho_{1}^{m}\right)\right) \\
=T_{r}\left(\rho_{1}\left(\rho_{1} \rho^{-1} a Z_{1}\left(\rho_{1}^{\prime}\right)+\sum_{m=1}^{\infty} e_{1}^{-m-1}\left[Z_{1}, \rho_{1}^{\prime}\right] \rho_{1}^{m}\right)\right) \\
=T_{r}\left(\left[Z_{1}, \rho_{1}^{\prime}\right]\right)+\sum_{m=1}^{\infty} T_{r}\left(\rho_{1}^{-m}\left[Z_{1}, \rho_{1}^{\prime}\right] \rho_{1}^{m}\right)
\end{gathered}
$$

so,

$$
\frac{d}{d t} T_{r}\left(\rho_{1} \log \rho_{1}\right)=T_{r}\left[\rho_{1}^{\prime} \log \rho_{1}\right]
$$
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and

$$
\left.\frac{d}{d t} T_{r}\left(\rho_{1} \log \rho_{2}\right)=T_{r}\left(\rho_{1}^{\prime} \log \rho_{2}\right)+T_{( } \rho_{1} Z_{2}\right)
$$

Now,

$$
\begin{gathered}
Z_{2}=\log \rho_{2}, \\
Z_{2}^{\prime}=\frac{a d Z_{2}}{1-e^{-a d Z_{2}}}\left(\rho_{1}^{-1} \rho_{2}^{\prime}\right) \\
T_{r}\left(\rho_{1} Z_{2}^{\prime}\right)=T_{r}\left\{\rho_{1} Z_{2} \sum_{m=0}^{\infty} e^{m \cdot a d . Z_{2}}\left(\rho_{1}^{-1} \rho_{2}^{\prime}\right)\right\}=T_{r}\left\{\rho_{1}\left(a d Z_{2}\left(\rho_{1}^{-1} \rho_{2}^{\prime}+\sum_{m=1}^{\infty} \rho_{2}^{-m-1} \rho_{2}^{\prime} \rho_{2}^{m}\right)\right)\right\} \\
=T_{r}\left\{\rho_{1} \rho_{2}^{-1}\left[Z_{2}, \rho_{2}^{\prime}\right]\right\}+\sum_{m=1}^{\infty} T_{r}\left(\rho_{1} \rho_{2}^{-m-1}\left[Z_{2}, \rho_{2}^{\prime}\right] \rho_{2}^{m}\right) \\
=T_{r}\left\{\rho_{1} \rho_{2}^{-1}\left[Z_{2}, \rho_{2}^{\prime}\right]\right\}+\sum_{m=1}^{\infty} T_{r}\left(\rho_{2}^{m} \rho_{1} \rho_{2}^{-m-1}\left[Z_{2}-\rho_{2}^{\prime}\right]\right) \\
\sum_{m=0}^{\infty} T_{r}\left(\rho_{2}^{m} \rho_{1} \rho_{2}^{Z_{2}, \rho_{2}^{\prime}}\right)
\end{gathered}
$$

so,

$$
\begin{aligned}
& \frac{d}{d t} S\left(\rho_{1}, \rho_{2}\right)=\frac{d}{d t} T_{r}\left(\rho_{1} \log \rho_{1}-\rho_{1} \log \rho_{2}\right) \\
& T_{r}\left(\rho_{1}^{\prime} \log \rho_{1}\right)-T_{r}\left(\rho_{1}^{\prime} \log \rho_{2}\right)-T_{r}\left(\rho_{1} Z_{2}^{\prime}\right) \\
& \left.T_{r}\left(T_{1}\left(\rho_{1}\right) \log \rho_{1}\right)\right)-T_{r}\left(T_{1}\left(\rho_{1}\right) \log \rho_{2}\right) \\
& \sum_{m=0}^{\infty} T_{r}\left(\rho_{2}^{m} \rho_{1} \rho_{2}^{-m-1}\left[\log \rho_{2}, T_{2}\left(\rho_{2}\right)\right]\right)
\end{aligned}
$$

When,

$$
T_{k}(\rho)=-\iota\left[H_{k}, \rho\right]-\frac{1}{2} \theta_{k}(\rho), k=1,2 \ldots . . \text { Special case } \theta_{1}=\theta_{2}=0(\text { No noise }),
$$

Then

$$
\begin{gathered}
T_{k}(\rho)=-\iota\left[H_{k}, \rho\right] \\
T_{r}\left(T_{1}\left(\rho_{1}\right) \log \rho_{1}\right)=-\iota T_{r}\left\{\left[H_{1}, \rho_{1}\right] \log \rho_{1}\right\}=-\iota T_{r}\left\{H_{1} \rho_{1} \log \rho_{1}-\rho_{1} H_{1} \log \rho_{1}\right\} \\
=-\iota T_{r}\left(\left\{H_{1}\left[\rho_{1}, \log \rho_{1}\right]\right\}\right)=0 \\
T_{r}\left(T_{1}\left(\rho_{1}\right) \log \rho_{2}\right)=-\iota T_{r}\left\{\left[H_{1}, \rho_{1}\right] \log \rho_{2}\right\}=-\iota T_{R}\left\{H_{1}\left(\rho_{1} \log \rho_{2}-\log \rho_{2} \rho_{1}\right)\right\} \\
T_{r}\left(\rho_{2}^{m} \rho_{1}^{m} \rho_{2}^{-m-1}\left[\log \rho_{2}, T_{2}\left(\rho_{2}\right)\right]\right)=-\iota T_{r}\left(\rho_{2}^{m} \rho_{1}^{m} \rho_{2}^{-m-1}\left[\log \rho_{2}, H_{2} \rho_{2}-\rho_{2} H_{2}\right]\right) \\
=-\iota T_{r}\left(\rho_{2}^{m} \rho_{1}^{m} \rho_{2}^{-m-1}\left(\left(\log \rho_{2}\right)\left(H_{2} \rho_{2}-\rho_{2} H_{2}\right)-\left(H_{2} \rho_{2}-\rho_{2} H_{2}\right) \log \rho_{2}\right)\right) \\
=\iota T_{r}\left(\left\{\rho_{2}^{m+1} \rho_{1} \rho_{2}^{-m-1} \log \rho_{2}-\rho_{2}^{m} \rho_{1} \rho_{2}^{-m} \log \rho_{2}-\log \rho_{2} \rho_{1}^{m+1} \rho_{2}^{-m-1}+\left(\log \rho_{2}\right) \rho_{2}^{m} \rho_{1} \rho_{2}^{-m}\right\} H_{2}\right) \\
=-\iota T_{r}\left\{\left\{\left[\rho_{2}^{m+1} \rho_{1} \rho_{2}^{-m-1}, \log \left(\rho_{2}\right)\right]+\left[\log \left(\rho_{2}\right), \rho_{2}^{m} r h o_{1} \rho_{2}^{-m}\right]\right\} H_{2}\right\} \\
=-\iota T_{r}\left\{\left\{\rho_{2}^{m+1}\left[\rho_{1}, \log \rho_{2}\right] \rho_{2}^{-m-1}+\rho_{2}^{m}\left[\log \rho_{2}, \rho_{1}\right] \rho_{2}^{-m}\right\}\right\}
\end{gathered}
$$

In this case, we thus find
$\frac{d}{d t} S\left(\rho_{1}, \rho_{2}\right)=-\iota T_{r}\left\{H_{1}\left[\rho_{1}, \log \rho_{2}\right]\right\}+\iota \sum_{m=0}^{\infty} T_{r}\left\{H_{2}\left(\rho_{2}^{m+1}\left[r h o_{1}, \log \left(\rho_{2}\right)\right] \rho_{2}^{-m-1}-\rho_{2}^{m}\left[\rho_{1} \log \rho_{2}\right] \rho_{2}^{-m}\right)\right\}$
Now,
$\sum_{m=0}^{\infty}\left(\rho_{2}^{m+1}\left[\rho_{1}, \log \rho_{2}\right] \rho_{2}^{-m-1}-\rho_{2}^{m}\left[\rho_{1}, \log \rho_{2}\right] \rho_{2}^{-m}\right)=-\left[\rho_{1}, \log \rho_{2}\right]$
Provided

$$
\lim _{N \rightarrow \infty} \rho_{2}^{N}\left[\rho_{1}, \log \rho_{2}\right] \rho_{2}^{-N}=0
$$

In this case we find

$$
\frac{d}{d t} S\left(\rho_{1}, \rho_{2}\right)=\iota T_{r}\left\{\left(H_{1}-H_{2}\right)\left[\rho_{1}, \log \rho_{2}\right]\right\}
$$

The aim of this paper is to solve the relative entropy of the quantum systems without noise. Our research is presently describe the quantum average measure value to extra the information with effecting of the AWGN and stochastic noise and we will evaluate the performance of our algorithm in the presence of BATH states, that is, compute the noise to signal ratio of the given estimate of $\delta \theta$, that is, $E\left(\|\delta(\theta)-\delta(\theta)\|^{2}\right)$.

## 4. Conclusions:

The quantum information processing has wider application and it is a generalized form of non-demolition Von-Neumann entropy for the entangled quantum states. So, the concluding remarks of the geometrical measurement for entangled operators have calculated with lower bound of the pure states. It has to satisfy the condition of quantum postulate for arbitrary bi-particle and multipartite. For mixed states, we have explained the mathematical methodology for the relative entropy without effecting of the BATH space of the entangled states. The BATH states will be finally optimized by using HP equations to the specific example of the trapped atom model. And we will realize and simulate through MATLAB for evaluating the performance criteria to show the NSR (Noise to signal ratio) plot to get the estimate value of observable form the noisy angular momentum. Future research will need to address many other important issues to understand the quantum noise analysis and more discuss about proposed filter bank, like Belavkin filter.
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