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ABSTRACT 

In the 21st century, the biggest issue is produced in terms of storage, processing, and sharing of computing resources with the 

enhancement of techniques. This issue is resolved with the amalgamation of big data and Cloud Computing techniques. Big data 

techniques help in handling new datasets efficiently Whereas Cloud Computing techniques provide an online storage model where 

the concept of virtualization is used. The combination of cloud computing and big data has set a new standard for future 

educational institutions and corporations. Users are capable to work according to their convenience by using Cloud Computing 

environments, while big data environments provide useful insights and information to them. This paper introduces big data along 

with various machine learning methods and Cloud Computing concepts. It also discusses the relationship between big data and 

cloud computing platforms, as well as the issues they pose. 
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I. INTRODUCTION  

With the Rapid growth of computational applications in various fields, the amount of information is increasing every 
second and almost doubling every year. In earlier days, we had landline phones but Now we have smartphones that are making 
our life smarter. Apart from that we were also using the bulky desktop for processing and storing MB of data but now we can 
store data on the cloud, as well as nowadays, self-driving Cars have come up Which have sensors that record every detail 
related to the size of the obstacle, distance from the obstacle and many more, based on the details, self-driving Cars decide how 
to react at a particular situation. During this decision-making process, a lot of data is generated for each kilometer. nowadays, 
we have smart air conditioners that monitor our body temperature and outside temperature with the help of sensors, 
accordingly these air conditioners decide what should be the temperature of the room. Social media is also an important factor 
in the evolution of big data. Nowadays, everyone is using YouTube, Instagram, Facebook, and Twitter. Such social media 
platforms produce a lot of data in the form of users' personal information such as name and age, as well as each image we like 
or react to, produce data. If people are sharing videos on Facebook, or YouTube, it also generates a massive volume of data. 
The most difficult aspect is that the data is not structured and is also large in size. Nowadays, the advancement in cloud 
computing, data science, and data storage has allowed for the mining and storage of big data[1]. Cloud computing refers to the 
capacity to provide pay-as-you-go computing services over the internet. In the case of cloud computing, people can keep and 
retrieve their data and information on the internet. Cloud Computing provides parallel processing, virtualization of resources, 
accessibility, integration with data storage, and data security which help to eliminate the cost required to invest in hardware, 
utilities, or building Large data centers. Cloud Computing provides the way to isolate the hardware and share the resources 
which will help in the analysis, computation, and management of data[2]. 

II. BIG DATA 

     Big data is a collection of large data sets that are both enormous and computationally complicated. Table I represents the 

existing definitions of big data. 
 

TABLE I.           DEFINITION OF BIG DATA 

 
Reference Author’s Name Definition 

[3] Havens et al. The loading of big data cannot be restricted to 

the local storage devices. 

[4] The People's Republic of China's State 

Council 

Big data can be categorized on the basis of 

large volume, fast access speed, and multiple 

types. 

[5] Fisher et al. Big data is difficult to manage in a direct 

manner. 

[6] batty Big data are huge in size and excel 

spreadsheets with around 16000 columns and 
1 million rows cannot accommodate such a 

massive amount of data. 
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     We'll use the example of Spotify, the world's most popular audio streaming subscription service, to better grasp the 

concept of big data. As per the report published by Marie charlotte gotting, on 10th February 2022, Spotify had 180 million 

premium customers in the fourth quarter of 2021, up from 155 million in the fourth quarter of 2020. All the subscribers 

generate a tremendous amount of data. With regard to Spotify, data such as frequently played songs, countless likes, sharing, 

and browsing history can all be classified as big data. Spotify analyzes this big data for suggesting songs to its users.  In the 

case of Spotify, there is a recommendation system that works as a filtering tool to collect data and then filter the collected 

data by using some algorithm. Such a recommendation system accurately predicts what users would like to hear next. Spotify 

keeps its users engaged by using big data analytics, and by doing so users do not have the need to go on searching for 

different songs because Spotify readily provided a variety of songs to its subscribers as per their taste. 

 

A. 5V’s of Big Data 

      Big data are characterized by five v’s which include volume, velocity, variety, value, and veracity. 

1) Volume: The volume of data is related to its size which is much bigger in contrast to earlier data sizes. As per the 

report released by Statista Research Department on 14 Feb 2022, Facebook has 2,912 million users worldwide in the fourth 

quarter of 2021 which remain active. The number which represents the number of users is increased tremendously and gives 

rise to a large volume of data. 

2) Variety: In, day-to-day life, we deal with different kinds of data. These data come from a variety of places, including 

MP3 files, video, JSON, CSV, and many more which are in structured, unstructured, or semi-structured formats. In a 

structured format, such as a table we have a proper schema for our data but in the case of a semi-structured format, the 

schema is not defined properly. In an unstructured format, there is no concept of schema. Fig. 1 shows the big data's 5 V's. 

 
Fig. 1 Big Data's 5 V's 

3) Velocity: Velocity is defined in term of growing speed where data increased exponentially for example YouTube, 

which generate a vast amount of data moving quickly [[7], [8]]. Table II represents the number of users in India who had used 

social media networks by February 2022. 

 
TABLE II     USERS IN INDIA AS OF FEBRUARY 2022 AS PER STATISTICS OF KEPIOS ANALYSIS 

 

Application Count 

Facebook  329.7 million 

YouTube  467.0 million 

Instagram  230.3 million 

Facebook Messenger 122.5 million 

LinkedIn  83.00 million 

Snapchat 126.0 million 

4) Value: Value defines the mechanism to bring the correct meaning out of the data. 
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5) Veracity: Veracity identifies three major factors of data which include quality, correctness, and trustworthiness of 

data[3]. At the time of data collection, we can find out that our data has a lot of inconsistencies due to the loss of some data 

packages. We can try to fill up these missing data and try to perform mining again. Finally, we have reached a good insight 

after processing the mining data.   

 

III. MACHINE LEARNING IN BIG DATA 

Machine learning allows computers to comprehend computational mechanisms without having to be explicitly coded by the 
programmer, allowing them to perform better [9]. Machine learning is based on statistical algorithms that can process vast 
amounts of data from a variety of sources. The data sets are so huge in the age of big data that dealing with them becomes 
tough with the help of traditional data processing tools and models. Due to the complex nature of data sets, some traditional 
machine learning techniques become unsuitable to satisfy the requirement of real-time processing and storage for big data. 
Thus, due to the unsuitable behaviour of traditional machine learning techniques, there is a requirement for some new methods 
which use the power of parallel computing and distributed storage to analyze and deal with big data[10]. 

A. Methods of Advanced Learning  

In this section, we describe a few contemporary learning methods that are critical to overcoming the big data challenge, 
with an emphasis on learning rather than a single algorithm. 

1) Representational Learning Method: Nowadays As data sets with high dimensional features become more common, 

extracting and organising useful information from them becomes more difficult. Learning through representation [11], [12] 

provides A potential technique for extracting relevant insights from data when developing classifiers or other predictors was 

provided, and it performed well on a variety of dimensionality reduction tasks [13]. Representational Learning seeks to 

capture a large number of alternative input configurations, allowing for statistical and computational efficiency 

improvements[11]. Selection of features, extraction of features, and distance metric learning are the three types of 

representation learning[13]. To propel the multidomain learning capabilities of representation learning forward, In recent 

years, new techniques such as automated representations learning[14], baised symbol learning[12], start crossing 

representation learning[13], and also other  similar techniques[15] have been introduced. 

2) Deep Learning: The concept of deep learning is introduced by Igor Aizenberg in the year 2000 which deal with 

algorithm inspired by the structure and function of the human brain. In contrast to Shallow structure learning architecture 

which is the traditional learning technique, deep learning focuses on unsupervised and supervised strategies which help to 

automatically learn hierarchical representation[16]. Deep belief networks[16], [17]and convolutional neural networks[18], 

[19]are two approaches that are proposed over the past decade and these two approaches show great promise for future 

work[20]. 

3) Distributed and Parallel Learning: As we know the collecting of a large volume of data is known as big data where 

we have to apply some methods to find out useful insights of data. In this context, A natural technique to scale up a learning 

algorithm is to use distributed learning by allocating the learning process among several workstations[21]. Classical learning 

differs from distributed learning in that there is a requirement for data is collected in a database for central processing, 

however in the case of distributed learning, the learning is dispersed. [22]. The most important factor in the selection of 

distributed computing is the management of a big volume of information. The practise of accumulating data into a single 

workstation is avoided with distributed learning, and saves energy and time. In recent years, various distributed machine 

learning algorithm such as decision rules[23], stacked generalization[24], meta-learning[25], and distributed boosting[26] has 

been proposed. 

4) Transfer Learning: In a traditional machine learning algorithm, the hypothesis depends upon the concept of similarity 

where data for both training and testing is collected from the same feature space.if there is heterogeneity in collected data 

then the hypothesis is destroyed. To solve the problem which is produced due to heterogeneity, transfer learning is used. 

Transfer learning allows for different domains, tasks, and distributions, which can aid in transferring information from one or 

more source tasks to a target activity[27], [28]. Transfer learning allows applying knowledge intelligently to solve new 

problems fastly. 

5) Active Learning: Most of the time in real-world applications, we can collect a massive amount of data that is 

unlabeled. By picking the most critical cases as a subset for labelling, active learning helps to tackle this problem[29]. By 

using a few labeled instances, the active learners aim to minimize the cost and achieve high accuracy[30]. By using labeled 

samples via query strategies, the learner can obtain satisfactory classification performance as compared to conventional 

passive learning[31]. 

6) Kernel-Based Learning: Kernel-based learning is based on a breakthrough in the design of efficient nonlinear learning 

algorithms, this is a very strong strategy for increasing computational capability[32]. Kernel-based learning map the samples 

from their high dimensional space into an unfathomably large feature space, where the kernel function calculates inner 

products. [33]. 
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IV. CLOUD COMPUTING 

Cloud Computing is the process that provides on-demand computer services delivered over the internet. Such computer 
services delivered over the internet is in the form of pay as you go basis. For example, if we have a storage device with a 
storage capacity of 500GB then we are not able to store more than 500 GB but if we are using Cloud Computing then we can 
take the advantage of the cloud and store a large amount of data on cloud servers with the help of internet. 

A. Types of Cloud Computing 

Cloud computing is categorized into the deployment model or service model. 

 

Fig. 2 represents the Deployment and Service Model 

 

1) Deployment Model: The deployment model provides a virtual computing environment where users have the option to 

store and access the infrastructure. In order to understand, the concept of the deployment model, consider an example of 

vehicles. Suppose, we have three types of vehicles, bus and own car, and taxi. If we choose to travel by bus then we observe 

it is accessible to everyone. The passenger pays for the seat which he or she occupies and pays for the time that he or she 

travels in it, the cost is very less here. A similar concept is followed in the public cloud. In the public cloud, the user pays for 

how long he or she uses it. On the other side, the private cloud is much similar to the car which is owned by a single person 

for traveling purposes. In the owned car, a single person has to pay a huge amount upfront and the cost here is very huge. If 

we want to get the best of both types that are public or private cloud consider a hybrid cloud. Its concept is similar to renting 

a private taxi where the user wants the comfort of their own car and still doesn’t want to pay a huge amount, he or she simply 

has to pay for the time spent using the services. 

a) Public Cloud: A public cloud environment is based on a pay-per-use model where reachability is only possible 

through the internet[34]. Some of the major players of public cloud providers are AWS, Microsoft Azure, IBM blue cloud, 

and sun cloud. 

b) Private Cloud: Private cloud platform is managed by a single company and can be on-premise or off-premise. Some 

of the major players of private cloud providers are AWS and VMware. 

c) Hybrid Cloud: A hybrid cloud provides the functionality to use the best of both public and private clouds. for 

example, if we consider Federal agencies, they use the private cloud when they have to store sensitive information, otherwise, 

if they have to share data sets, they can use the public cloud. 

2) Service Model 

a) IaaS: IaaS provide the user with basic computing infrastructure based on the pay-for-what-you-use model. Under 

this model, the controlling power to manage storage, network resources, and services is in the hand of the cloud providers and 

the users will get virtual machines as per their business needs. To understand this briefly, we are consider the situation where 

you rent a house and the owner says to you, "Use it anyway you like and pay me this rent." So you pay the owner for the 

house, and when you get inside, you notice that it only has a bed and a table; aside from that, you'll need to put in your 

kitchen utensils, set up the house the way you want to use it, and then you'll be able to use it; this is the definition of Iaas, 

which means that only the infrastructure is provided to you. You can choose or change the architecture in whatever way you 

wish. In the Iaas model, users are free to manage their data, applications, runtime, middleware, and operating system. 

b) PaaS: In this model, the providers provide the user with the runtime environment/platform for developing and 

managing the application as per their requirements. in this model, the users are free to manage data and applications. Apart 

from this runtime environment, middleware, operating system, servers, storage, virtualization, and networking are managed 

by the vendor who provides this platform. 
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c) SaaS: In this model, the cloud provider manages the software application on a pay-as-you-go pricing model. The 

user only has control over data and other parameters like applications, runtime, middleware, operating system, virtualization, 

server, storage, and networking are under the control of the cloud provider. 

V. RELATIONSHIP BETWEEN CLOUD COMPUTING AND BIG DATA 

Nowadays, most people are using Facebook and Instagram are examples of social media sites. Likes, comments, shares, 
and postings on such social media networks can generate a tremendous amount of data. The storage and management of 
generated a large amount of data give rise to the concept of big data. In a traditional storage system, only a structured form of 
data is stored, but in the current scenario most of the data is unstructured, and to store such unstructured data, there is the 
requirement of Big Data Architecture along with the concept of cloud computing. Cloud computing provides distributed 
storage environment where the concept of data splitting is used. If you want to store a large amount of data at the local level 
through the manual process, it will take a huge amount of time, but it becomes easy to do this with the help of cloud computing 
and the users situated at remote locations are able to manage or access the source of data. Cloud Computing provides access to 
big data resources in an easy and cost-effective manner to utilize resources at the time of supply and demand, it also provides 
big data handling with the reduction in the use of solid equipment[35]. In a Big Data environment, Apache Hadoop is 
considered a handler for managing a significant sum of unstructured data. Hadoop is a distributed platform that can help to 
scale the performance in terms of cost. Suppose one user wants to access the service, the user submits is request to the data 
server. First of all, the data server performs job analysis with the help of the name node and then broadcast the message to the 
data nodes. The data node uses the resources of the data server and provides the services to the user. Both the cloud and big 
data can assist businesses boost return on investment. The concept of the cloud can help to reduce the cost which is spent on 
the management of software and the concept of big data can help to reduce the investment cost. 

VI. CHALLENGES IN CLOUD COMPUTING AND BIG DATA 

1) SLA Violation: The term SLA is related to the written agreement signed between the users and the service provider. 

Whenever, the user requests services, the provider has to set up a check whether the services are provided as per the SLA 

agreement or not. If yes, go on smoothly, otherwise, if there is a violation of SLA, it will raise security issues in upcoming 

years. 

2) Power Consumption: In Big Data Architecture, whenever a data node is migrated to another data node due to under, 

overutilization of resources, at that time, due to the migration there is a consumption of extra power supply. Sometimes the 

buffer of the data node is already full and the newly migrated node has to wait for a few seconds. Such a delay of a few 

seconds also consumes some amount of power. Power consumption is one of the important issues in big data and cloud 

environments. 

3) Computational Complexity: In the 21st century, due to a large number of users, a lot of requests are generated. Such 

requests give rise to the concept of a huge volume of information. If the data is generated in a large volume, it will increase 

the computational complexity. 

4) Storage Capacity: Due to the big data environment, it is possible to generate a large volume of data. Such a massive 

volume of data is not stored in our traditional storage devices such as hard disks, and pen drives because most of the time it is 

in an unstructured format. In this scenario, cloud storage plays a major role with its fault tolerance feature. 

5) Data Ownership and Privacy: As we know, Cloud Computing provides an open environment where users can access 

the data at remote locations. Such user interaction with an open environment, give rise to the security and privacy issue. If 

both Cloud Computing architectures and big data architectures are practiced together, it will give a proper solution to this 

problem. Both architectures not only affect the cost factor but also helps to provide fast access to data without any fault 

appearance. 

VII. CONCLUSION 

In the Modern era, big data and Cloud Computing develop an integrated model which provides distributed storage of 

structured, unstructured, and semi-structured data. Cloud Computing along with big data commence a new stage for storage of 

data and for processing of unstructured data. Cloud Computing provides distributed environment for big data which brings 

significant growth, and opportunities for various sectors. This paper covers a brief review of the big data environment along 

with Cloud Computing. It covers a wide range of machine learning algorithms as well as the issues that large data and cloud 

environments present. 

REFERENCES 

[1] I. Konstantinou, E. Angelou, C. Boumpouka, D. Tsoumakos, and N. Koziris, “On the elasticity of NoSQL databases 

over cloud management platforms,” Int. Conf. Inf. Knowl. Manag. Proc., no. January 2014, pp. 2385–2388, 2011, 

doi: 10.1145/2063576.2063973. 

[2] A. Labrinidis and H. V Jagadish, “P2032_Alexandroslabrinidis_Vldb2012.Pdf,” pp. 2032–2033, 2012, [Online]. 

Available: http://www.economist.com/blogs/dailychart/2011/11/big- 



 

JOURNAL OF ALGEBRAIC STATISTICS  

Volume 13, No. 2, 2022, p. 1037 - 1036 

https://publishoa.com  

ISSN: 1309-3452                                                                        

 

1042 

 

 

[3] T. C. Havens, J. C. Bezdek, C. Leckie, L. O. Hall, and M. Palaniswami, “Fuzzy c-Means algorithms for very large 

data,” IEEE Trans. Fuzzy Syst., vol. 20, no. 6, pp. 1130–1146, 2012, doi: 10.1109/TFUZZ.2012.2201485. 

[4] “The State Council of the People’s Republic of China, Action plan for promoting big data development, (in 

Chinese),” 2015. http://www.gov.cn/zhengce/content/2015-%0A09/05/content 10137.htm 

[5] S. D. Danyel Fisher, Rob Deline, Mary Czerwinski, “Interactions with big data analytics,” ACM Digital library, pp. 

50–59, 2012. doi: https://doi.org/10.1145/2168931.2168943. 

[6] M. Batty, “Big data, smart cities and city planning,” Dialogues Hum. Geogr., vol. 3, no. 3, pp. 274–279, 2013, doi: 

10.1177/2043820613513390. 

[7] P. J. Sun, “Security and privacy protection in cloud computing: Discussions and challenges,” J. Netw. Comput. Appl., 

vol. 160, p. 102642, 2020, doi: 10.1016/j.jnca.2020.102642. 

[8] R. W. S. U. Nachiappan, B. W. S. U. Javadi, R. W. S. U. Neves Calheiros, and K. M. Matawie, “Cloud storage 

reliability for Big Data applications : a state of the art survey,” J. Netw. Comput. Appl., vol. 97, pp. 35–47, 2017, doi: 

10.1016/j.jnca.2017.08.011. 

[9] T. M. Mitchell, Machine Learning.  

[10] J. Qiu and Y. Sun, “A Research on Machine Learning Methods for Big Data Processing,” no. Icitmi, pp. 920–928, 

2015, doi: 10.2991/icitmi-15.2015.155. 

[11] P. V. Yoshua Bengio, Aaron Courville, “Representation Learning: A Review and New Perspectives,” IEEE Trans. 

Pattern Anal. Mach. Intell., vol. 35, no. 8, pp. 1798–1828, 2013, doi: 10.1109/TPAMI.2013.50. 

[12] F. Huang and A. Yates, “Biased representation learning for domain adaptation,” EMNLP-CoNLL 2012 - 2012 Jt. 

Conf. Empir. Methods Nat. Lang. Process. Comput. Nat. Lang. Learn. Proc. Conf., no. July, pp. 1313–1323, 2012. 

[13] S. S. Wenting Tu, “Cross-domain representation-learning framework with combination of class-separate and domain-

merge objectives,” pp. 18–25. doi: https://doi.org/10.1145/2351333.2351336. 

[14] S. S. Li, C. R. Huang, and C. Q. Zong, “Multi-domain sentiment classification with classifier combination,” J. 

Comput. Sci. Technol., vol. 26, no. 1, pp. 25–33, 2011, doi: 10.1007/s11390-011-9412-y. 

[15] F. Huang and A. Yates, “Exploring representation-learning approaches to domain adaptation,” Proceeding DANLP 

2010 Proc. 2010 Work. Domain Adapt. Nat. Lang. Process., pp. 23–30, 2010. 

[16] D. Yu, L. Deng, I. Jang, P. Kudumakis, M. Sandler, and K. Kang, “Deep learning and its applications to signal and 

information processing,” IEEE Signal Process. Mag., vol. 28, no. 1, pp. 145–150, 2011, doi: 

10.1109/MSP.2010.939038. 

[17] Y. Bengio, Learning deep architectures for AI, vol. 2, no. 1. 2009. doi: 10.1561/2200000006. 

[18] R. Collobert, J. Weston, L. Bottou, M. Karlen, K. Kavukcuoglu, and P. Kuksa, “Natural language processing (almost) 

from scratch,” J. Mach. Learn. Res., vol. 12, pp. 2493–2537, 2011. 

[19] P. Le Callet, C. Viard-Gaudin, and D. Barba, “A convolutional neural network approach for objective video quality 

assessment,” IEEE Trans. Neural Networks, vol. 17, no. 5, pp. 1316–1327, 2006, doi: 10.1109/TNN.2006.879766. 

[20] X. W. Chen and X. Lin, “Big data deep learning: Challenges and perspectives,” IEEE Access, vol. 2, pp. 514–525, 

2014, doi: 10.1109/ACCESS.2014.2325029. 

[21] D. Peteiro-Barral and B. Guijarro-Berdiñas, “A survey of methods for distributed machine learning,” Prog. Artif. 

Intell., vol. 2, no. 1, pp. 1–11, 2013, doi: 10.1007/s13748-012-0035-5. 

[22] H. Zheng, S. R. Kulkarni, and H. V. Poor, “Attribute-Distributed Learning : Models , Limits , and Algorithms,” vol. 

59, no. 1, pp. 386–398, 2011. 

[23] T. L. Hongmei Chen and G. W. Luo, Chuan, Shi-Jinn Horng, “A Rough Set-Based Method for Updating Decision 

Rules on Attribute Values’ Coarsening and Refining,” IEEE Trans. Knowl. Data Eng., vol. 26, no. 12, pp. 2886–

2899, doi: 10.1109/TKDE.2014.2320740. 

[24] R. W. Jin Chen, Cheng Wang, “Using Stacked Generalization to Combine SVMs in Magnitude and Shape Feature 

Spaces for Classification of Hyperspectral Data,” IEEE Trans. Geosci. Remote Sens., vol. 47, no. 7, pp. 2193–2205, 

doi: DOI:10.1109/TGRS.2008.2010491. 

[25] R. P. Enrique Leyva, Antonio González, “A Set of Complexity Measures Designed for Applying Meta-Learning to 

Instance Selection,” IEEE Trans. Knowl. Data Eng., vol. 27, no. 2, pp. 354–367, doi: 10.1109/TKDE.2014.2327034. 

[26] M. V. M Sarnovsky, “Distributed boosting algorithm for classification of text documents,” in IEEE International 

Symposium on Applied Machine Intelligence and Informatics (SAMI, 2014, pp. 217–220. 

[27]  q yang ew xiang, b cao, dh hu, “bridging domains using world wide knowledge for transfer learning,” ieee trans 

knowl data eng, vol. 22, no. 6, pp. 770–783, 2010. 

[28] S. J. Pan and Q. Yang, “A Survey on Transfer Learning,” IEEE Trans. Knowl. Data Eng., vol. 22, no. 10, pp. 1345–

1359, 2010, doi: 10.1109/TKDE.2009.191. 

[29] Y. Fu, B. Li, X. Zhu, S. Member, C. Zhang, and S. Member, “Active Learning without Knowing Individual Instance 

Labels : A Pairwise Label Homogeneity Query Approach,” vol. 26, no. 4, pp. 808–822, 2014. 

[30] S. Pratapa, K. Umaroh, and E. Weddakarti, “Microstructural and decomposition rate studies of periclase-added 

aluminum titanate-corundum functionally-graded materials,” Mater. Lett., vol. 65, no. 5, pp. 854–856, 2011, doi: 

10.1016/j.matlet.2010.11.072. 



 

JOURNAL OF ALGEBRAIC STATISTICS  

Volume 13, No. 2, 2022, p. 1037 - 1036 

https://publishoa.com  

ISSN: 1309-3452                                                                        

 

1043 

 

 

[31] H. L. Y. Melba M. Crawford, Devis Tuia, “Active learning: Any value for classification of remotely sensed data?,” 

Proc. IEEE, vol. 101, no. 3, pp. 593–608, doi: 10.1109/JPROC.2012.2231951. 

[32] G. Ding, Q. Wu, Y. D. Yao, J. Wang, and Y. Chen, “Kernel-based learning for statistical signal processing in 

cognitive radio networks: Theoretical foundations, example applications, and future directions,” IEEE Signal 

Process. Mag., vol. 30, no. 4, pp. 126–136, 2013, doi: 10.1109/MSP.2013.2251071. 

[33] C. Li, M. Georgiopoulos, and G. C. Anagnostopoulos, “A unifying framework for typical multitask multiple kernel 

learning problems,” IEEE Trans. Neural Networks Learn. Syst., vol. 25, no. 7, pp. 1287–1297, 2014, doi: 

10.1109/TNNLS.2013.2291772. 

[34] S. K. Ratangiri, “Research Paper on Cloud Computing,” no. June, 2021. 

[35] N. Zanoon, A. Al-Haj, and S. M. Khwaldeh, “Cloud Computing and Big Data is there a Relation between the Two: A 

Study,” Int. J. Appl. Eng. Res., vol. 12, no. 17, pp. 6970–6982, 2017, [Online]. Available: 

http://www.ripublication.com 

 

 


