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ABSTRACT 

All of a source database application's components are changed into their equivalents in a target database environment 

throughout the migration of database applications procedure. In order to do this, the source schema must be converted into 

the target one, the source data must be transformed into the target database format, application programmes must be migrated 

to the new, non-relational DBMS, and queries and update operations must be translated into their equivalents in the target 

platform. However, software engineering is required to convert application programmes and queries. Consequently, it is 

believed that database migration will involve both data conversion and schema translation. 

1. INTRODUCTION 

By putting the techniques described in Chapter 3 into practise, a prototype for data migration between relational 

databases is created. The algorithms were created using the C++ programming language, the Code Blocks Integrated 

Development Environment (IDE), and the SQLAPI++ middleware on a computer running Windows XP Professional Service 

Pack 3 and equipped with a Pentium IV 3.2 GHz CPU and 2048 MB of RAM. The input RDBs to be migrated are stored in 

an RDBMS, such as Oracle 11g, MySQL 5.5, PostgreSQL 9.2, and Microsoft SQL Server 2012, which has been connected 

via the SQLAPI.lib. The most used programming languages nowadays include Java, C#, C++, and Visual Studio. Each has its 

own unique qualities. Despite the fact that alternative programming languages might be used with more work, C++ and the 

Code:: Blocks IDE were selected for the creation of the migration process. This is due to Code:: Blocks, an open-source IDE 

that allows software reuse and is platform neutral. It enables effective algorithm encoding and is cross-platform compatible 

with Linux, Mac, and Windows operating systems. Additionally, it supports multiple compilers and does not include any 

proprietary libraries or interpreted languages. Additionally, SQLAPI++ middleware libraries offer complete access to a 

specific RDB's metadata and, using its metadata APIs, may easily get a description of the database's tables and constraints in 

the form of 'ResultSet' objects from data dictionaries. 

2 CONTEMPORARY RELATIONAL DATABASES AND MIDDLEWARE 

 The properties of information storage and retrieval are described by a structured collection of data called a relational 

database. In other words, a layer known as a database server or a relational database management system sits between the 

users of the system and the physical database (DBMS). The database is utilised by the application system and is managed by 

a DBMS. There are numerous modern RDBMSs, including SQL Server 2012, Oracle 11g, MySQL 5.5, and PostgreSQL 9.2. 

Database systems provide the benefits of speed, accuracy, and accessibility over strong systems, which allow for the storage 

of enormous volumes of data.  

2.1 Oracle 11g  

Relational database management system (RDBMS) Oracle Database, sometimes known as Oracle RDBMS or just Oracle, 

is a product of Oracle Corporation. It includes data storage and at least one instance of the application. Tablespaces and data files 

are used by the Oracle RDBMS to store data logically and physically, respectively. At the physical level, data files are made up of 

one or more data blocks, with different data files having different block sizes. Data dictionaries, indexes, and clusters are all 

characteristics of Oracle. Versions Following the introduction of 10g, grid computing capabilities were made available, allowing 

instance applications to utilise the CPU resources of another grid node. 

2.2 MySQL 5.5  

More than 10 million people have installed MySQL, a free, open-source, multithreaded, and multi-user SQL database 

management system. The fundamental application functions as a server that grants multiple users access to certain databases. In 

addition to extensions, cross-platform support, stored procedures, triggers, cursors, updatable views, and X/Open XA distributed 

transaction processing support, MySQL provides a sizable chunk of ANSI SQL 99. Additionally, it offers replication with one 

master per slave or many slaves per master, an embedded database library, an independent storage engine, SSL support, a two-

phase commit engine, and ACID compliance utilising InnoDB cluster engines. 
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2.3 PostgreSQL 9.2 

The sole object-relational database in the group is PostgreSQL, which supports table and data type inheritance. 

Additionally, user-defined string to date conversion is only available in only one Open-Source Database Management System 

(OSDMS). Compared to other OSDMS, it offers more sophisticated indexing methods. It provides sub-selects, sequences, 

collections, and cascading update/delete. It is the only one that offers cross-database linkages for using a script operating in a 

different schema to access data in a database. Through ODBC, JDBC, or one of the programming languages (C, C++, Java, 

Perl, Python, PHP, Ruby, and R), one can access the database.  

2.4 Microsoft SQL Server 2012 

A relational database management system (RDBMS) created by Microsoft is called SQL Server. Transact-SQL, an 

implementation of the ANSI/ISO standard SQL used by both Microsoft and Sybase, is its main query language. Atomic, 

consistent, isolated, and durable transactions are supported by Microsoft SQL Server. Database mirroring and clustering are 

supported. For read-only indexes that categorise data, it offers column store indexes, simplifying huge data warehouse 

queries. It creates reports from business intelligence that are combined. It offers distributed replay from a production-based 

server and improved auditing.  

2.5 SQLAPI++ Library 

A C++ library called SQLAPI++ is used to access various SQL databases (Oracle, SQL Server, DB2, Sybase, 

Informix, InterBase, SQLBase, MySQL, PostgreSQL, SQLite, SQL Anywhere and ODBC). Applications created using the 

SQLAPI++ library run quickly and effectively because it employs the native Application Programming Interfaces (APIs) of 

the target DBMS. Additionally, the solution offers a low-level interface that gives access to database-specific functionality to 

developers. The SQLAPI++ library serves as middleware and provides database portability by encapsulating a vendor's API. 

3 SYSTEM ARCHITECTURE 

The prototype that has been created to demonstrate DMRDBs is introduced in this part. SNRConstructor, Schema 

Convertor, and Data Translator are the prototype's three core modules. The prototype architecture and the primary 

information flow between its modules and components are shown in Figure1. The user only interacts with the system to 

perform the following actions: 1) choose the source RDB to be migrated, providing the necessary username, password, 

database string, and host string; 2) choose the type of target database to be generated, deciding whether to produce a schema 

only or a complete database; and 3) view the target RDB using SQL DDL and DML queries. 

 

Figure 1: The overall architectural design 
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3.1 SNR (Schema Node Representation) Constructor 

The SNR Constructor's purpose is to gather metadata about an existing RDB, producing a linked list structure as the 

ConstructSNR class. The core C++ class ConstructSNR, which yields the address of the linked list holding metadata about 

existing RDB, is how the algorithm is implemented. The functions called from the main class of the C++ code are used to 

create objects of the ConstructSNR class.  

 

 

Figure 2: A fragment of C++ code for the ConstructSNR class 

A portion of the ConstructSNR class's constructor's C++ code is shown in Figure 2. This function Object() {[native code]} 

communicates with the RDBMS and gets details about the table in the RDB that has been chosen for migration. The linked 

list is created based on this data. The source table of the original RDB is used to get the key restrictions and each attribute's 

values. Column name, data type, length, precision, scale, null/not null, and especially the native value of the attributes are 

among the attributes' informational components. The name of the key table, the key column, the native value, and the name 

of the key constraint are all included in the description of each column of a primary key, foreign key, exported key, and 

unique key. The functions of SQLAPI++ previously discussed, such as Name(), FieldType(), FieldNativeType(), FieldSize(), 

IsNull(), and FieldKey, are used to get this information (). When all of this data has been retrieved from a single RDB table 

and is placed in a linked list, the schema convertor receives it. 

3.2 The Schema Convertor  

The Schema Convertor is responsible for translating SNR from the source RDB enriched into the corresponding 

target schemas. The C++ code of Schema Convertor is performed by implementing the algorithms and the mapping rules 

designed to produce the target schemas from the schema convertor, described in the class SchemaConversion Schema 

convertor implemented as a function createTargetSchema() as shown in Figure 3, where its schema conversion mapping 

rules are encoded. Figure 3 shows a fragment of C++ code of Schema Convertor.  
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Figure 3: C++ Code for Schema Convertor 

This function is in charge of carrying out a certain mapping task, such as mapping attributes and the types of those 

attributes and converting relationships. The function goes through a loop for each attribute and maps them one by one. The 

data type of the source attribute is converted into target schema if its attrNativeTypeis mapped with target schema, then new 

data type is added to the query string. Finally, the new query string is generated which is passed to the TDQ constructor.  

 

3.3 TDQ (Target Data Query) Convertor 

The TDQ convertor takes the query generated by the Schema Convertor. This TDQ convertor is to generate a query 

for target data from existing RDB schema into the target schema. The C++ code of TDQ converter is performed by 

implementation the algorithm described in the class constructTDQ. The function TDQuery() shows to create query string for 

target data with suitable data types.  



JOURNAL OF ALGEBRAIC STATISTICS 
Volume 13, No. 3, 2022, p.637-653 
https://publishoa.com 
ISSN: 1309-3452 

641 
 

 
Figure 4: C++ Code for TDQ Convertor 

3.4 The Data Translator 

In order to convert existing RDB data into the format specified by the destination schemas, the Data Translator uses 

the TDQuery that was generated by the TDQuery to access the RDBMS records (tuples). The C++ code of data translator is 

as shown in Figure 4. Data stored as tuples in an RDB (source) are translated into target RDB. First, the TDQuery string is 

passed into command object of dataTranslation class. To execute the command, bind input variables by assigning values to 

dataTranslation object. The following chapter 4 details how experimental results and the research work were conducted to 

evaluate DMBRDBs. The experimental results are presented and compared with the selected databases for validation. 

4 EXPERIMENTAL RESULTS WITH PERFORMANCE ANALYSIS 

The prototype DMBRDBs is implemented with inputs of most preferred contemporary relational databases such as 

MySQL 5.5, Oracle 11g, PostgreSQL 9.2 and SQL Server 2012. Performance has been analysed on this anyone RDB as 

source and the remaining RDB as targets. In total, four combinations of performance analysis have been done. Analysis based 

on migration time (in seconds) and memory utilisation (in MB) takes to complete the migration process. The execution times are 

obtained and then tabulated for the further processing. The performance analysis done on all mentioned contemporary RDBs. This 

experiment result shows the performance on migrating 10 to 100000 rows of data from source RDB to target and tabulated 

migration time and memory utilisation.  

However, the procedure of 100000 rows of data, migration takes time consuming, memory utilisation.Experiment 

results are varied based on the size of the tuple. If the quantity of the data is too large, this leads to time consuming and 

memory utilising size. For the experiment, the input consists five attributes (ID, NAME, AGE, ADDRESS and SALARY) on 

‘Customers ‘relation. This ‘customers’ is the input migration tuple from source RDB to target. Rows of ‘Customers’ tuples 

are migrated from source to target RDB. The subsequent sections are described time and memory utilisation analysis of input 

RDBs. 

4.1 MySQL 5.5 to other Target RDBs 

The performance of proposed prototype is evaluated with experiments in the above-mentioned experimental 

environment, taken MySQL 5.5 as source RDB and Oracle 11g, PostgreSQL 9.2 and SQL Server 2012 as target RDBs.

 Table 1 and Figure 5 show Execution time (in seconds) performance values of data migration from MySQL 5.5 to 

other RDBs. On migrating 10 rows of data, no noticeable time difference is found between MySQL to other targets RDBs. 
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However, on migrating 100000 rows of data, a significant increase occurs in execution time. To sum up, MySQL as source 

RDB, Oracle 11g takes shorter execution time, and PostgreSQL takes longer time significantly. As a result, migration to 

Oracle is to be considered as the top option.   

Table 1: Execution time performance of MySQL 5.5 as Source RDB 

MySQL 5.5 Migration Time (in Seconds) 

Rows of data Oracle 11g PostgreSQL 9.2 SQLServer 2012 

10 0.001 0.015 0.001 

100 0.016 0.063 0.031 

1000 0.156 0.625 0.375 

10000 2.421 7.375 4.937 

100000 20.094 69.641 44.157 

 

 

Figure 5: Execution time performance of MySQL 5.5 as Source RDB 
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Table 2: Memory utilization performance of MySQL 5.5 as Source RDB 

MySQL 5.5 Memory Utilization (in MB) 

Rows of data ORACLE 11g PostgreSQL 9.2 SQLServer 2012 

10 0.03 0.01 0.01 

100 0.03 0.01 0.01 

1000 0.03 0.06 0.03 

10000 0.43 1.38 0.44 

100000 3.54 6.14 3.92 

 

 
Figure 6: Memory utilization performance of MySQL 5.5 as Source RDB 

According to Table 2 and Figure 6, data migration from MySQL 5.5 to PostgreSQL 9.2, the performance of memory 

utilisation is significantly higher than Oracle 11g and SQL Server 2012. Less migration time (values are shown in Table 1 

and Figure 5) is found during migrating from MySQL 5.5 to Oracle 11g. This is because significantly low memory utilisation 

of MySQL 5.5 compared with PostgreSQL 9.2 and SQL Server 2012. It is evident from the results that the performance 

‘execution time’ and ‘memory utilisation of data migration of MySQL 5.5 to Oracle 11g is faster than PostgreSQL 9.2 and 

SQL Server 2012. 

4.2 Oracle 11g to other Target RDBs 

For the next combination, Oracle 11g as source RDB and MySQL 5.5, PostgreSQL 9.2 and SQL Server 2012 as 

target RDBs.  Execution time performance of data migration from Oracle 11g to other RDBs is shown in Table 3 and chart 

representation illustrated in Figure 7. Table 3 and Figure 7 show Execution time (in seconds) performance values of data 
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migration from Oracle 11gto other RDBs. On migrating 10 rows of data, no noticeable time difference is found between 

Oracle 11g to other targets RDBs. However, on migrating 100000 rows of data, a significant increase occurs in execution 

time. To sum up, Oracle as source RDB, SQL Server takes shorter execution time, and MySQL takes longer time 

significantly. As a result, migration to SQL Server is to be considered as the top option.    

Table 3: Execution time performance of Oracle 11g as Source RDB 

Oracle11g Migration Time (in Seconds) 

Rows of data MySQL 5.5 PostgreSQL 9.2 SQLServer 2012 

10 0.234 0.016 0.016 

100 2.813 0.094 0.062 

1000 25.029 1.01 0.594 

10000 245.079 10.145 7.407 

100000 2445.579 91.187 62.687 

 

 
 

Figure 7: Execution time performance of Oracle 11g as Source RDB 
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Table 4: Memory utilization performance of Oracle 11g as Source RDB 

Oracle11g Memory Utilisation (in MB) 

Rows of data MySQL 5.5 PostgreSQL 9.2 SQLServer 2012 

10 0.02 0.01 0.01 

100 0.2 0.01 0.01 

1000 0.08 0.06 0.03 

10000 1.52 1.38 0.44 

100000 6.52 6.14 3.92 

 

 

 
 

Figure 8: Memory utilization performance of Oracle 11g as Source RDB 

As can be seen in Table 4 and Figure 8, data migration from Oracle11g to MySQL 5.5, the performance of memory 

utilisation is significantly higher than PostgreSQL 9.2 and SQL Server 2012. Less migration time (values are shown in Table 

3 and Figure 7) is found during migrating from Oracle 11g to SQL Server 2012. This is because significantly low memory 

utilisation of  Oracle 11g compared with PostgreSQL 9.2 and MySQL 5.5. It is evident from the results that the performance 

‘execution time’ and ‘memory utilisation of data migration of Oracle 11g to SQL Server 2012 is faster than PostgreSQL 9.2 

and MySQL 5.5.  

4.3 PostgreSQL 9.2 to other Target RDBs 

For the next combination, PostgreSQL 9.2 as source RDB and MySQL 5.5, Oracle 11g and SQL Server 2012 as 

target RDBs. Table 5 and Figure 9 show Execution time (in seconds) performance values of data migration from 
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PostgreSQL9.2 to other RDBs. On migrating 10 rows of data, no noticeable time difference is found between PostgreSQL to 

other targets RDBs. However, on migrating 100000 rows of data, a significant increase occurs in execution time. To sum up, 

PostgreSQL as source RDB, Oracle 11g takes shorter execution time, and MySQL takes much longer time. As a result, 

migration to Oracle is to be considered as the top option.   

Table 5: Execution time performance of PostgreSQL 9.2 as Source RDB 

PostgreSQL 9.2 Migration Time (in Seconds) 

Rows of data MySQL 5.5 Oracle 11g SQLServer 2012 

10 0.25 0.016 0.078 

100 2.5 0.047 0.031 

1000 22.288 0.156 0.391 

10000 279.203 2.203 4.765 

100000 3078.766 22.844 43.703 

 

 

 
 

Figure 9: Execution time performance of PostgreSQL 9.2 as Source RDB 
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Table 6: Memory utilization performance of PostgreSQL 9.2 as Source RDB 

PostgreSQL 9.2 Memory Utilization (in MB) 

Rows of data MySQL 5.5 Oracle 11g SQLServer 2012 

10 0.02 0.03 0.01 

100 0.2 0.03 0.01 

1000 0.08 0.03 0.03 

10000 1.52 0.43 0.44 

100000 6.52 3.54 3.92 

 

 

 

 

Figure 10: Memory utilization performance of PostgreSQL 9.2 as Source RDB 

As can be seen in Table 6 and Figure 10, data migration from PostgreSQL 9.2 to MySQL 5.5, the performance of 

memory utilisation is significantly higher than Oracle 11g and SQL Server 2012. Less migration time (values are shown in 

Table 5 and Figure 9) is found during migrating from PostgreSQL 9.2 to Oracle 11g. This is because significantly low 

memory utilisation of  PostgreSQL 9.2 compared with MySQL 5.5 and SQL Server2012. It is evident from the results that 

the performance ‘execution time’ and ‘memory utilisation of data migration of PostgreSQL 9.2 to Oracle 11g is faster than 

SQL Server 2012 and MySQL 5.5.  
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4.4 SQL Server 2012 to other Target RDBs 

For the last combination, SQL Server 2012 as source RDB and MySQL 5.5, PostgreSQL 9.2 and Oracle 11g as 

target RDBs. Table 7 and Figure 11 show Execution time (in seconds) performance values of data migration from SQL 

Server 2012 to other RDBs. On migrating 10 rows of data, no noticeable time difference is found between SQL Server to 

other targets RDBs. However, on migrating 100000 rows of data, a significant increase occurs in execution time. To sum up, 

SQL Server as source RDB, Oracle 11g takes shorter execution time, and PostgreSQL takes longer time significantly. As a 

result, migration to Oracle is to be considered as the top option. 

Table 7: Execution time performance of SQL Server 2012 as Source RDB 

SQL Server 2012 Migration Time (in Seconds) 

Rows of data MySQL 5.5 Oracle 11g PostgreSQL 9.2 

10 0.500 0.001 0.001 

100 2.765 0.016 0.078 

1000 25.063 0.156 0.64 

10000 280.968 2.359 7.563 

100000 3082.812 20.828 70.125 

 

 

 
Figure 11: Execution time performance of SQL Server 2012 as Source RDB 
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Table 8: Memory utilization performance of SQL Server 2012 as Source RDB 

SQL Server 2012 Memory Utilisation (in MB) 

Rows of data MySQL 5.5 Oracle 11g PostgreSQL 9.2 

10 0.02 0.03 0.01 

100 0.2 0.03 0.01 

1000 0.08 0.03 0.06 

10000 1.52 0.43 1.38 

100000 6.52 3.54 6.14 

 

 

 
 

Figure 12: Memory utilization performance of SQL Server 2012 as Source RDB 

 

As can be seen in Table 8 and Figure 12, data migration from SQL Server 2012 to MySQL 5.5, execution time is 

significantly higher than PostgreSQL 9.2 and Oracle 11g. Less migration time (values are shown in Table 7 and Figure 11) is 

found during migrating forms Server 2012to Oracle 11g. This is because significantly low memory utilisation of  SQL Server 

2012 compared to MySQL 5.5 and PostgreSQL 9.2. It is evident from the results that the performance ‘execution time’ and 

‘memory utilisation of data migration of SQL Server 2012to Oracle 11g is faster than PostgreSQL 9.2 and MySQL 5.5.  
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5. CONCLUSION 

In Relational Database Migration, the performance of execution time is directly proportional to the performance of 

memory utilisation. If memory utilisation is significantly low, the performance of execution time also significantly low. In 

DMBRDBs, DDL queries are performed at tuple level operations. The execution time of DDL queries is different from one 

RDB to another. For instance, MySQL RDB had been taken 19 milliseconds (Bassil, 2012) to perform ‘select * from 

customers;’, but Oracle 11g and SQL Server had taken 23 and 19 milliseconds for the same query. Memory utilisation of the 

same query, MySQL 5.5 had utilised 3MB, but Oracle 11g utilised 11MB.If MySQL 5.5 as source RDB, best migration is to 

Oracle 11g.Perhaps, Oracle 11g as source RDB, best migration is to SQL Server 2012. In fact, these DDL queries have a 

different level of complexity for different heterogeneous RDBs. The investigation of this result is to be done in future 

research work because different RDB had heterogeneous schema structures and different data types. Therefore, deep study 

and research work are to be done in future work.  
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