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Abstract 

Many methods have been developed to protect web servers against attacks. Anomaly detection methods rely on generic 

user models and application behaviour, which interpret departures as indications of potentially dangerous behavior from 

the established pattern. In this paper, we conducted the use of a systematic review of the anomaly detection methods to 

prevent and identify web assaults; in particular, we utilised Kitchenham's standard approach for conducting a organized 

analysis of literature in the computer science area. There are 8041 peer-reviewed publications published in major 

journals. This technique is used to 88 articles. This page outlines the processes taken to perform this systematic review, 

as well as the findings and conclusions made. The majority of logs are utilised for anonymous detection and recording 

system runtime data. Developers (or operators) used to manually examine logs by looking for keywords and matching 

rules. However, as the size and complexity of contemporary systems grows, the number of logs grows exponentially, 

making manual testing unfeasible. Many techniques of anomaly identification for automated log analysis have been 

suggested to minimise manual work. However, due to a lack of evaluations and comparisons of various anomaly 

detection techniques, engineers may still decide which detection methods should not be used. Furthermore, even if 

engineers use an unusual detection technique, re-implementation will take a lifetime. We offer a comprehensive analysis 

and evaluation of six existing log-based detection techniques, including three monitored and three unchecked modes, as 

well as an open toolkit that allows for simple reuse, to address these problems. These techniques were evaluated on two 

production log databases produced by the public, with a total of 15,923,592 log messages and 365,298 anomaly cases. 

We think that our work, as well as the testing results and associated discoveries, may be used as guidelines for adopting 

these strategies and as a source of inspiration for future research.  
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1. Introduction 

Due to various their high value, Web servers are gradually becoming targets for assaults as the information technology 

sector advances. SQL injection and cross-site scripting (XSS) threats have been increasingly common in recent years, 

which is why Web security has received more attention from academic and industry communities. Anomaly is a term 

used in internet security research. The analysis of log data is used in web detection. Log files, as crucial recording data, 

may reveal extensive information at the time of system operation and may be used to trace the majority of assaults. 

However, log systems create a lot of data, and critical information might be lost in the shuffle. 

Furthermore, due to the ever-changing nature of assaults and hacking techniques, gathering anomaly data has become 

increasingly complex, leading to the current problem that manual log file analysis is inadequate to meet log testing 

standards. In addition, conventional intrusion detection techniques involve operators or programmers to remove the 

attack features manually, and detect common attack patterns depend on searching of keyword and rule matching [1]. In 

another words, the conventional approach cannot detect unidentified attacks and leads to fail. 

A variety of anomaly detection techniques are being suggested to solve the limitations of conventional methods in order 

to overcome the shortcomings of previous years. Many machine learning methods are being utilised in the identification 

of log-based anomalies as a result of advances in machine learning [2]. Anomaly detection techniques are typically split 

into two groups based on the kind of data and the use of machine learning technology: supervised detection [3] and 

mailto:*meenusiwach@gmail.com
mailto:sumanmann@msit.in


JOURNAL OF ALGEBRAIC STATISTICS 

Volume 13, No. 1, 2022, p. 129-148 

https://publishoa.com 

ISSN: 1309-3452 

 

130 

unsupervised detection [4, 5].Normal training data, properly described in both happy and bad circumstances, is required 

for the supervised approach. Unsupervised techniques, on the other hand, do not need labels at all. Their research is based 

on the fact that a traumatic experience may sometimes act like a far-fetched advertisement. 

In this paper, machine learning based system of anomaly detection is proposed for Weblog file. To reduce the above-

mentioned disadvantages of traditional method, this system uses an algorithm of Machine learning on two levels. The 

decision tree classifier is used to choose standard log files, and then Markov's hidden model is used to build a standard 

data model set (hereafter HMM).This is an example of a model for detecting anomalies. It generates automated 

knowledge and training based on a large amount of data, raising the stakes in the online security debate to new heights. 

With an accuracy of 93.54 percent and an error rate of 4.09 percent, an examination of 4,690,000 messages from real-

time industrial and real-time import samples demonstrates the efficacy of our anomaly detection technology.  

However, to our knowledge, no open-source log-based anomaly detection technologies are presently available. Also, 

there is a deficiency of comparison between the various approaches to detecting anomalies. Engineers have a tough time 

determining the optimum approach to their practical challenges. They must attempt each potential method with their own 

implementations in order to compare them. Because there are no test oracles to guarantee that the underlying machine 

learning algorithms are implemented correctly, reproducing the techniques frequently necessitates a significant amount of 

work. To fill this need, we present a thorough analysis and evaluation of log-based anomaly identification in this study, 

as well as the availability of an open-source toolkit 1 for anomaly identification. Our objective is to provide a complete 

overview of current anomaly detection research in log analysis, rather than to enhance any one approach. The key 

processes in the log analytical process for anomaly detection are log collection, log division, feature elimination, and 

anomaly detection. We recently published a study and assessment of automatic log parsing techniques [24], which 

included the public release of four open-source log parsers. A well-thought-out training data set with exact definitions of 

normal and abnormal cases is required for supervised anomaly detection. The model is then learned using classification 

approaches to maximise the discrimination between normal and abnormal cases. Unsupervised approaches, on the other 

hand, do not require labels. They are based on the notion that an aberrant instance is generally presented as a faraway 

outlier point from other examples. As a result, techniques like clustering and unsupervised learning may be used. Six 

common anomaly detection strategies from the literature were explored and implemented, including three supervised‖ 

(Logistic Regression [12], Decision Tree [15], and SVM [26]) methods (i.e., Log Clustering [27], PCA [47], and 

Invariant Mining [28])‖. After that, the methods were put to the test on two publicly available log datasets, which 

included 15,923,592 log messages and 365,298 anomalous occurrences. (See https://github.com/cuhk-cse/loglizer for 

further information). The evaluation's findings are offered in terms of accuracy (percentage of accurately reported 

anomalies), recall (percentage of genuine abnormalities detected), and efficacy (percentage of true abnormalities found) 

(in terms of the running times over different log sizes). Despite the limited data, we believe that these findings, along 

with the accompanying conclusions, can be used as recommendations for implementing these methodologies and as 

guidelines for further development. In conclusion, the following contributions were made by this paper:  

 A method for detecting weblog files has been presented as an anomaly detection system. 

 After comparing many machine learning algorithms and discovering that this anomaly detection system has a small 

number of facts to discover the truth without giving a solid precision, the system uses a two-level machine learning 

algorithm, a decision tree algorithm, and HMM to detect undesirable data and anonymous attacks. 

 Weblogs are categorized into real-world industrial scenarios with several instances of actual assaults, implying that the 

data setup is widespread and successful.  

 

2. Related Work 

The logs were analysed. Log analysis has been used to increase software system dependability[35] in a variety of ways, 

including anomaly detection[10],[28],[47], failure diagnosis[17],[31],[38], programme verification[11],[42], and act 

prediction[16]. The majority of these log analysis approaches are divided into two steps: log parsing and log mining, both 

of which have received a lot of attention in current years. He et al.[24] compare the efficiency of four non-system source 

code offline log parsing methods: SLCT[45], IPLOM[29], LogSig[44], and LKE[20]. [34] proposes an offline log 

parsing solution which requires linear time and space. Using system sources, Xu et al.[47] offer an online log processing 

method. Xu et al[47] employ PCA to find abnormalities, with the input being a matrix built from logs.  
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Beschastnikh et al.[11] create a finite state machine that defines system runtime behaviour using system logs. Unlike 

these articles, which use log analysis to resolve a range of complications, we focus on log-based anomaly detection 

methods. 

2.1 Anomalies Detection 

Anomaly detection is the process of looking for out-of-the-ordinary behaviour that can be stated to manual examination 

and debugging engineers. Bovenzi et al.[13] present an operating system-level method for detecting abnormalities that is 

suited for mission-critical systems. Venkatakrishnan et.al[46] identify safety vulnerabilities before a system is 

compromised. 

In contrast to past efforts that concentrated on discovering individual anomalies, this study analyses the efficiency of 

anomaly detection strategies for generic irregularities in large-scale systems. Babenko et al.[9] offer an algorithm for 

automatically creating explanations from anomaly-detected failures. 

2.2 Empirical research 

Since empirical research may often provide practical insights to both academics and developers, there has been a lot of 

empirical research on software dependability in recent years. Yuan et al.[48] investigate open-source logging practises 

and offer advice to developers. 

Fu et al.[21],[49] investigate the logging industry empirically. Pecchia and colleagues [37] look into the goals and 

difficulties of logging in industrial settings. The use of decision tree approaches to detect smells in code is investigated 

by Amorim and colleagues [7]. Lanzaro and his colleagues [25] look on how library code flaws emerge as interface 

issues. [40] Take a look at long-living bugs from five different angles. Milenkoski and colleagues[33] investigate and 

organise typical computer intrusion detection approaches. Take, for example, Chandola. [14] Survey anomaly detection 

methods that employ machine learning practices in a range of domains, but this research focuses on assessing and 

evaluating existing work that employs log analysis to discover system anomalies. 

2.3 Review of Log Anomalies and Deep Learning 

To identify suspect business-specific activity and user profile behaviour, T.F. Yen et al. [29] used SIEM log data 

composed from over 1.4 billion logs each day. Scalability, data noise, and a lack of ground truth were all challenges for 

this project. The suggested solution demands the generation of a feature vector based on historical data for each internet 

host. To detect potential security problems, they utilise unsupervised clustering using data-specific characteristics. 

Manual labelling experts must be aware of the absence of ground-based reality. The technique is rule-based, and 

historical log processing requires subject-matter expertise. Min Du et al. [2] proposed an architecture for detecting 

anomalies in log data that does not need any former knowledge of the domain. The proposed method includes a process 

for diagnosing log key and parameter value abnormalities, as well as a mechanism for identifying log key and parameter 

value abnormalities from logs. The probability of the next log key is predicted using a neural network-based method. 

A log parameter sequence abnormality can similarly be detected using a comparable LSTM neural network. The software 

also uses false-positive manual feedback to improve future accuracy. The LSTM considers the log series to be a natural 

language sequence that may be processed accordingly. Using datasets from BGL, Thunderbird, Open Stack, and IMDB, 

Amir Farzad et al. [6] suggested a deep learning model for detecting log message abnormalities and compared these 

models to boost efficiency. The IMDB dataset is used to demonstrate how their method can be used to a range of 

classification challenges.  

Natural Language Processing techniques were used by Mengying Wang et al. [1] to discover abnormal log messages. In 

the research, word2vec and TF-IDF feature extraction methods are applied, and the activity is finished with a 

classification LSTM deep learning algorithm. They discovered that word2vec beats TF-IDF in log message identification 

jobs. 

W Meng et al. 2019 [4] created an attention-based LSTM model that could simultaneously detect both successive and 

computable irregularities. It uses FT-Tree to analyse logs and has developed template2vec, a new word representation 

method that uses synonyms and antonyms to effectively discover anomalies. When only the log template index is 

evaluated in [2], and the semantic log connection cannot be provided, this solution tackles the issue of losing key log 

information. Xiaojuan Wang et al. [3] used NetEngine40E to collect router logs and analyse behaviour type, attributes, 

and rank. 
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3. Data Set Used 

Log Datasets: Firms rarely publish production logs due of privacy concerns. Our research yielded two log datasets, 

HDFS data[47] and BGL data[36], appropriate for evaluating existing anomaly detection algorithms. They contain a total 

of 15,923,592 log messages and 365,298 anomaly samples. We consider these designations (anomaly or not) to be 

ground truth.  

Additional data about statistical data sets can be found in Table I. There are 11,175,629 log messages on the Amazon 

EC2 platform[47]. Each block operation in HDFS logs has a unique allocation, writing, replication, and deletion block 

ID. As a result, session windows, as introduced in III-B, can capture log operations more naturally, as each distinctive 

block ID can be utilised to break logs into a number of log sequences. We then create 575,061 event count vectors by 

extracting vectors from these log sequences. There are 16,838 samples that are considered to be random. The LLNL Blue 

Gene/supercomputer L's system gathered 4,747,963 log messages in BGL data[36]. BGL logs, unlike HDFS data, do not 

have a unique identification for each task. To segment logs, we must first create log sequences using fixed windows or 

external doors, and then take out the relevant event count vectors. However, the amount of windows is determined by the 

window's size (and step size). BGL data failures account for 348,460 log messages, and every log sequence that contains 

any failure records is considered as an anomaly. 

 

Table 2: Word types that correspond to data of various sizes in various datasets 

Log Sets 

Word types corresponding to different 

sizes of data 

1M 100M 1G 

Liberty  9112 436777 2368053 

HDFS 4538 211080 2459515 

Spirit 8631 454437 3055695 

Thunderbird 13444 264629 1165458 

Zookeeper 5590 53094 53094 

BGL 10904 845629 4592728 

 

Table 3 Summary of Dataset 

System #Time span #Data size #Log message #Anomalies 

HDFS 38.7 hours 1.55 G 11,175,629 16,838 

BGL 7 months 708 M 4,747,963 348,460 

 

The sensitivity of the data explains why there isn't any publicly available data: Inspection of network traffic might depict 

highly sensitive information about a company. Researchers are obliged to create their own datasets due to a shortage of 

publicly available data, often without access to suitably sized networks: behaviour observed in a small laboratory 

network cannot be extrapolated to a larger network[167]. The following are the public datasets that were used in various 

studies for the planned experiments: 

 DARPA: DARPA was founded in 1998 by the Massachusetts Institute of Technology's Lincoln Laboratory. A new 

version of the dataset (containing fresh attacks and a Windows NT target) was generated in 1999 due to fast changing 

technology [168]. DARPA98 and DARPA99 are raw TCP dump files that allow 244 marked occurrences of 58 different 

attacks to be tested on four operating systems (SunOS, Solaris, Linux, and Windows NT). Several scholarly articles 

[18,19] have slammed these datasets, mostly because they were created using false data: specialised software was 

employed to synthesise user behaviour and typical network traffic to create a small, insulated network that looked like it 

belonged to the Air Force. Rendering to McHugh [18], the dataset has traffic data collecting issues, such as a shortage of 

statistical proof of resemblance to regular Air Force network traffic (particularly in terms of false alert rate), taxonomy 

and distribution attacks, and evaluation standards.  

 KDD Cup 99: A modified version of the DARPA dataset that includes 41 features suitable for machine learning 

classification methods. This data set is available in three distinct forms: a full training set, a 10% training set, and a test 
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data set. In increasingly widespread circumstances, record duplication of training and test sets may result in skewed 

outcomes [17].  

 NSL-KDD: developed in 2009 by the University of New Brunswick's Information Security Center of Excellence (ISCX) 

to address the issue of duplicate records discovered in KDD Cup 99 [17]. Due to the duplicacy of records, learning 

algorithms may produce biased findings, as well as a deficiency of knowledge of scarce records. The record set of 

4,900,000 and 2,000,000 was reduced to 125,973 and 22,544 respectively after applying the cleanup methods in the new 

NSL-KDD training and test data sets.  

With the ―IXIA Perfect Storm programmed, the Australian Cyber Security Center (ACCS) created a combination of real 

modern normal activities and contemporary synthetic attack behaviours. Fuzzers, Analysis, Backdoors, DoS, Exploits, 

Generic, Reconnaissance, Shellcode, and Worms are among the nine types of assaults that can be launched There are 

175,341 and 82,332 recordings in training sets. The simulation began on January 22, 2015 at 16 a.m. and finished on 

February 17, 2015 at 15 a.m.. 

 Kyoto 2006: The KDD Cup '99 dataset and the NSL-KDD dataset were created using a virtual network simulation and do 

not represent real computer network data flow. Kyoto 2006+ is based on three years of traffic data from November 2006 

to August 2009. This information is gathered via honeypots, darknet sensors, site crawlers, and email servers . 

 ISCX: Shiravi et al. devised a method for producing datasets for analysing and assessing intrusion detection systems, 

which primarily relies on anomaly detection techniques. Researchers should create datasets from a collection of 

summaries that may be combined to create a range of datasets. The ISCX (Information Security Center of Excellence) 

dataset is the product of this effort‖. This dataset comprises one week's worth of simulated traffic, with each record 

including 11 distinct characteristics. The data is labelled to distinguish between legitimate and malicious network 

activities. 

 CSIC-2010: The CSIC 2010 dataset covers traffic produced by the Spanish National Research Council's e-commerce 

web application (CSIC). Users can use a shopping cart to purchase things and register personal information on this web 

application. The dataset was constructed automatically, containing 36,000 regular queries and over 25,000 aberrant 

requests . Requests are labelled as normal or anomalous. Table 4 lists the public datasets used in the studies examined, 

whereas Figure 1 shows the fraction of data sets utilized in the studies examined. 

 

Table 4. Public datasets used 

Dataset No. of Studies References 

NSL-KDD 2 [75,80] 

KDD-Cup 99 8 [58,78,80,81,91,97,106,116] 

ISCX 1 [116] 

ECML/PKDD 2007 1 [114] 

UNSW-NB15 2 [75,115] 

Kyoto 2006 2 [80,116] 

DARPA 4 [77,82,100,102] 

CSIC 2010 13 [43,59,64,65,72,74,80,85–87,93,114,117] 
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Figure 1. % of datasets used. 

 

4. Specific Attack Detection/Prevention 

We discovered during our research that several of the studies we looked at focused on protecting web servers from 

certain sorts of assaults, such as DDoS and Injection Attacks.  Table 5 shows the specific attacks, the number of research 

dealing with each attack, and a list of pertinent citations. 

 

Table 5. Detail of attacks. 

Attack Number of Studies Citation 

DDos 11 [32-42] 

Injection 10 [43-52] 

Botnets 2 [53,54] 

Defacement 2 [55,56] 

Other Attack 62 [57-118] 

 

4.1 Denial of Service (DOS) Attacks 

DoS attacks attempt to make a network resource inaccessible by flooding the resource or computer with an excessive 

amount of packets, causing the resource to crash or significantly slow down. DDoS (Distributed Denial of Service) is a 

large-scale, internet-wide denial-of-service attack. In the first phase, the attacker detects and exploits vulnerabilities in 

one or more networks in order to remotely control multiple computers by installing malware programmes on multiple 

systems. ―These compromised systems are then used to transmit a large number of attack packets to the target (s), which 

is usually outside the original computer network. These attacks are carried out without the awareness of the hosts [119]. 

A system for detecting DDoS assaults was proposed by Thang and Nguyen [32]. This technology relied on an online 

scanning procedure to identify specific DDoS attack characteristics and create a dynamic blacklist. HTTP/2 protocol 

delayed denial of service attacks can be detected using chi-square tests [33]. It extracts instances of user behaviour 

requesting resources from HTTP web server logs and detects odd behaviour using Principal Component Analysis (PCA), 

as proposed by Najafabadi et al. in [34]. (PCA). Zolotukhin and Kokkonen [35] focused on detecting application-layer 

DoS attacks employing encrypted protocols using an anomaly-detection-based method. Time series and the ARIMA 

model were proposed by Shirani, Azgomi, and Alrabaee [36]. They used Hellinger's distance between two probability 

distributions to detect slow HTTP DoS attacks during training and testing. For DDoS attacks, Wang et al. [8] suggested a 

sketch-based anomaly detection technique. To limit the impact of network dynamics, the approach leverages sketch 
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divergence in two successive detection cycles to detect an anomaly, with a Hellinger Distance version to measure the 

divergence. Wang et al. [39] created a second-order Markov detection approach to detect asymmetric App-DDoS attacks. 

HMM-based DDoS assaults can be detected using Xie and Tang's [39]. Rather than Markov states, connections between 

sites are represented by separate states. Based on packet size and intervals of consecutive HTTP request packets in a flow 

that reflects how consumers view and explore online sites.‖ Lin et al. [41] developed the Rhythm Matrix (RM).  The 

distribution of user access trajectory pieces is described by RM, which includes the order in which pages are visited and 

the amount of time spent on each page. DDoS attacks were detected and malicious hosts were identified based on their 

RM drop points using change rate irregularities in the RM. 

4.2 Injection Attacks 

This allows a programme to communicate harmful code. Using shell commands to access external programmes or 

backend databases are examples of these attacks (i.e. SQL injection). SQL Injection (SQLI) is a common online attack. 

Poor input validation may allow an attacker to gain direct database access (121). Kozik, Choras, and Holubowicz [3] 

employed non-supervised token extraction and evolutionary token alignment to detect SQLI and XSS attacks. Wang et 

al. [44] proposed FCER Mining as a new method for fast locating valid rules in vast data on Spark. It was tested using 

the SQLMAP map tool against SQLI attacks. Yuan et al. [15] proposed a three-step strategy to detect and prevent SQLI 

attacks: To begin with, an ensemble clustering model differentiates abnormal samples from normal samples. In the 

second step, semantic anomaly presentations are obtained using the word2vec technique. Finally, another multi-

clustering method categorises anomalies. Kozik, Choras, and Holubowicz [49] suggested a modified Linear Discriminant 

Analysis (LDA) methodology for detecting SQL injection attacks, which included reducing dimensionality using 

Singular Value Decomposition (SVD) and adapting Simulated Annealing for LDA vector projection. 

4.3 Botnet Attacks  

A bot is a compromised computer that can execute its master's commands, and bots are connected in a botnet according 

to the master's topology. Due to the presence of Command and Control (C), which sends bot-to-bot commands, botnets 

are unique sorts of attacks. Bots always hide in the hope of finding an unattended victim to report to the bot-master [23]. 

A 4 parameter semi-Markov model for browsing behaviour was developed by Yu, Guo, and Stojmenovic [53]. Statistics 

assaults are impossible to detect if the attacker botnet has a high enough number of active bots (though it is hard for 

botnet owners to successfully carry out a mimicking attack most of the time).  

4.4 Defacement 

A bot is a hijacked computer that can execute commands from its master, and botnets are composed of bots[122][123]. 

Botnets are distinguished from other forms of attacks by the presence of Command and Control (C & C), which 

communicates bot-master-to-bot orders to the bots. Bots are always hidden when seeking for an unattended victim, and 

when they discover one, they report it to the bot-master [125]. They constructed a semi-Markov four-parameter model to 

represent browsing behaviour. Unless the attacker's botnet has a large number of active bots, data cannot detect imitation 

attacks. They came to the conclusion that statistical metrics of the second order can be utilised to distinguish genuine 

flash crowds from imitation attacks, prompting the development of a new correlation metric. For detecting HTTP-based 

C & C, Sakib and Huang [54] suggested using statistical features derived from HTTP request and response packets. 

Anomalies were found using Chebyshev's Inequality, OCSVM, and the Nearest Neighbor Local Outlier Factor.  

4.5 Additional Attacks 

The use of non-publicly accessible datasets and the failure to provide information about the type of attack it attempts to 

discover, or the failure to attempt to detect a specific type of attack but rather any strange web request, are all examples 

of what is considered unethical research. 

 

5. Framework of Methodology 

Describe the overall structure for detecting anomalies in log files. Anomaly detection is primarily accomplished through 

four steps: log collecting, log processing, feature extraction, and anomaly detection. 
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Figure 2: Framework of anomaly detection 

 

5.1 Log collection  

Logs are generated by large-scale systems in order to record system status and runtime data. Each log comprises a date 

and a description. The logs are saved for subsequent use because they contain vital information (e.g., anomaly detection). 

Figure 1 shows eight log lines from Amazon EC2 HDFS logs [47], with some information deleted for clarity. Log 

parsing organises raw logs by extracting templates. Each log message can be converted into an event template (constant 

component) that has certain parameters (variable part). The event template "Received size block * from *" is used to 

process the fourth log message (Log 4) as shown in Figure 1. Extraction of characteristics: We must encode logs into 

numerical feature vectors, which can then be employed with machine learning models, after parsing them into individual 

events.  We next generate an event count vector for each log sequence that shows the number of times each event occurs. 

A matrix or event count matrix can be produced by combining all feature vectors. We'll go over multi-phase methods 

including ―log parsing, feature extraction, and anomaly detection‖ in this section. We provide a basic overview of log 

parsing and introduce some typical log parsers. These methodologies for producing feature vectors from parsed log 

events are then outlined. We focused on six exemplary anomaly detection algorithms after obtaining the feature vectors, 

three of which are supervised techniques and three of which are unsupervised. 

5.2 Log Parsing  

Logs are simple texts with elements that may vary from one instance to the next. The words "Connection from 

10.10.34.12 closed" and "Connection from 10.10.34.13 closed" are considered constant parts in the logs "Connection 

from 10.10.34.12 closed" and "Connection from 10.10.34.13 closed," for example, because they never change, but the 

remaining parts are known as variable parts because they are not fixed. Although developers specify constant 

components in source codes, variable portions (such as port numbers and IP addresses) are sometimes dynamically 

generated and hence unsuitable for anomaly detection. The purpose of log parsing is to extract constants from variable 

items and generate a well-defined log event  

Extraction feature 

To extract useful data from log events for use in anomaly detection models, this stage is critical. It creates an event count 

matrix from the log events created during log parsing. The initial step in extracting features is to organise the log data 

into log sequences. Windowing a log dataset [5] is one method. As seen in Figure 1, we use fixed, sliding, and session 

windows. The following windows have been fixed: The log occurrence time is utilised in both fixed and sliding 

windows. Each fixed window's size corresponds to its duration. As seen in Figure 1, the window size is 2. Permanent 

windows are determined by window size. Logs displayed in the same window.. 

Sliding windows, Sliding windows, unlike fixed windows, have two distinct characteristics: window size and step size, 

and windows that open every five minutes. In general, the step size is smaller than the window size, resulting in window 

overlap. The window size in Figure 1 is T, and the forwarding distance is the step size. 

The number of sliding windows, which are frequently larger than fixed windows, is mostly controlled by the size of the 

window and the size of the steps. Although logs may be replicated in several sliding windows owing to overlap, logs in 

the same sliding window are grouped together as a log sequence. Session windows, unlike the previous two window 

types, are based on IDs rather than timestamps. Identifiers are used in some log data to distinguish between different 
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execution paths. Block allocation, writing, replication, and deletion are all captured in HDFS logs with block IDs, for 

example. The logs can be sorted by identification, with each session window having its unique number. An event count 

matrix X is created when log sequences are constructed using windowing techniques. The event count vector is created 

by counting the number of times each event happens in each log sequence.  

5.3 Supervised detection of anomalies 

A machine-learning job of developing a model is defined as supervised learning (e.g., decision tree). The need for 

supervised anomaly detection is labelled in the training data with normal or anomalous state labels. The model would be 

more accurate if the training data were labelled more accurately. We'll go over three popular supervised methods in the 

next sections: logistic regression, decision trees, and support vector machines (SVM). 

5.4 Regression logistics 

The statistical regression model is frequently used for categorization. Logistic regression calculates the probability p of 

all possible states to determine the instance's status (normal or anomalous). A logistic function is used to determine 

probability p, based on labelled training data. The logistic function could calculate all conceivable states' probability p (0 

p 1) when a new instance emerges. Probability categorizes the states with the highest probability. Each log sequence 

generates an event count vector and a label to find anomalies. First, we developed the logistic regression model, which is 

a logistic function. After getting the model, we utilise the logistic function to compute the probability p of anomaly for 

test case X; X's label is anomalous when p is 0.5 and normal otherwise. 

5.5 Decision Tree 

It is a hierarchal structure where branches represent the projected state for each occurrence. Using training data, the top-

down decision tree is built. The current "best" attribute, determined by the information gain attribute [23], is used to 

generate each tree node. For example, Figure 3's root node shows our dataset has a total of 20 occurrences. The Event 2 

occurrence number is used as the "best" characteristic to divide the root node. As a result, the 20 training examples are 

divided into two subgroups based on this characteristic value, one with 12 examples and the other with 8. The decision 

tree is built using event count vectors and labels.   

 
Figure 3: An example of decision tree 

 

5.6 SVM 

A supervised rating algorithm is the Support Vector Machine (SVM). A hyperplane is used in SVM to distinguish 

between various examples in high-dimensional space. This is an optimization problem for finding the hyperplane in 

various classes. SVM was used by Liang et al. in [26] to detect and compare failures. Label-like event count vectors, 

such as Logistic Regression and Decision Tree, are used as training cases. It is reported as an anomaly if a new instance 

is identified in SVM detection above the hyperplane; otherwise, it is recorded as normal. Two types of SVMs are there: 

linear and non-linear SVMs. We only looked at linear SVM in this study because it outperformed non-linear SVM in the 

majority of our tests 

5.7 Unsupervised Anomaly Detection 

This is a common task with unlabeled training data. With no labels, unsupervised techniques work better in real-world 

manufacturing. Algorithms for unsupervised learning include clustering and PCA. 
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5.8 Cluster log 

Lin et al. created Log Cluster in 1927 to identify system failures. Both the knowledge base setup and online learning 

phases are necessary for the Log Cluster. These two phases have two half of training examples. These are: log 

vectorization, log clustering, and vector-representation. Log sequences are first vectorized into event count vectors, then 

improved using IDF [41] and standardization procedures. Second, the Log Cluster employs agglomerative hierarchical 

clustering to construct two sets of vector clusters (normal and aberrant). In the end, we calculate each cluster's centroid 

.                                                                                                                    

Figure 4: Anomaly detection example with PCA 

 

It is during the online learning phase that the knowledge base clusters are fine-tuned. During the online learning phase, 

event count vectors are added. Calculate distances between event count vectors and representative vectors. If the event 

count vector is less than the threshold, the nearest cluster's representative vector will be updated. Otherwise, for a new 

cluster, Log Cluster uses this event count vector. The Log Cluster can be used to detect abnormalities once the 

knowledge base is built and the online learning process is complete. To identify its status, we calculate the distance 

between a new log sequence and representative vectors in the knowledge base. The log sequence is reported as an 

anomaly if the smallest distance exceeds a threshold. If the next cluster is normal/abnormal, the log sequence is reported 

otherwise.  

 
Figure 5: An example of execution flow 

 

PCA is a ―prominent statistical dimension reduction approach. Projecting high-dimension data (e.g., points) to a new 

coordinate system with k principal components (i.e. k dimensions) is central to PCA's concept. PCA locates the 

components (i.e., axes) that capture the most variation in the high-dimension data. Consequently, PCA-transformed low-

dimension data may maintain primary high-dimension data qualities (for example, the similarity between two points). In 

Figure 3, PCA tries to convert two-dimensional points to one-dimensional. The main component is Sn, because mapping 

locations to Sn best describes distance. Xu et al. [47] used PCA for log-based anomaly detection. Each log sequence is 

vectorized as an event count vector in their detection technique.‖ The PCA algorithm is then used to find patterns in the 

event count vector dimensions. PCA is used to create two subspaces: normal Sn space and anomalous Sa space. The first 

k primary components construct Sn, whereas the remaining (nk) construct Sn, with n being the original dimension. The 
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projection of an event count vector y to Sa is then determined using the formula ya = (1PPT)y, with P = [v1, v2,............. . 

vk,] as the primary k component. 

If the length of ya surpasses the threshold, an anomaly will be recorded. Figure 3 shows an anomaly because Sa's 

projection length is excessively large. An event count vector is anomalous if 

𝑆𝑃𝐸 =  𝑦𝑎 
2 > 𝑄𝛼  

SPE is the "length" and Q is the confidence level (1-). Our article has Q=0.001. In order to compute k, we tweak the PCA 

to incorporate data variance of 95%. 

5.9 Invariants Mining 

During system execution, programme invariants are linear relationships that always hold under varying workloads, even 

with different inputs. Invariant mining was used for the first time in log-based anomaly detection in[28]. The execution 

flow of a session is commonly represented by logs with the same session id. A simple programme flow is shown in 

Figure 5. A log message is generated at each stage of this execution flow, from A to G. Following the programme 

execution sequence in Figure 4, and assuming there are many instances operating in the system, the following equations 

are correct. 

 𝑛 𝐴 = 𝑛 𝐵  

𝑛 𝐵 = 𝑛 𝐶 + 𝑛 𝐸 + 𝑛 𝐹  

 𝑛 𝐶 = 𝑛 𝐷  

 𝑛 𝐺 = 𝑛 𝐷 + 𝑛 𝐸 + 𝑛(𝐹) 

where n (*) is the number of logs belonging to the event type. 

For example, n (A)=n (B)) appears to be a linear relationship between several log events showing regular system 

performance behaviours. Real-world system events are linear. 

Opened files must be closed. Thus, "open file" and "close file" come in pairs. If the number of "open file" log events and 

"close file" log events in an instance are not equal, it is considered irregular. Mining invariants consists of three steps. 

Each row of the Invariants mining input is an event count vector. Singular value decomposition is used to estimate 

invariant space, which specifies the quantity of invariants to mine next. 

Its invariants are then found through brute force search. A threshold is then applied to each mined invariant candidate 

(e.g., supported by 98 percent of the event count vectors). 

To acquire independent invariants, repeat step 2. When a new log sequence arrives, we examine the invariants' 

obedience. There must be at least one invariant that is broken. 

5.10 Methods Comparison 

We explain the pros and disadvantages of different methods in this section to assist developers to better grasp the above 

six anomaly detection methodologies and better pick anomaly detection techniques to employ. Labels are necessary for 

anomaly detection in supervised algorithms. Developers may find abnormalities with reasonable explanations using the 

decision tree, which is more interpretable than the other two techniques (i.e., predicates in tree nodes).SVM with kernels 

may tackle linearly non-separable problems that are not addressed by logistic regression. However, because SVM 

parameters are difficult to tune (for example, the penalty parameter), establishing a model sometimes necessitates a lot of 

human effort. Because there are no labels, unsupervised approaches are more practical and meaningful. The concept of 

log clustering is based on online learning. 

As a result, it's ideal for analysing massive amounts of log data. Not only can invariants mining discover anomalies with 

great accuracy, but it can also offer a relevant and comprehensible analysis for each anomaly found. The process of 

mining invariants, on the other hand, takes a long time. PCA is difficult to grasp and is sensitive to data. As a result, the 

accuracy of its anomaly detection varies depending on the dataset. 

 

6. Performance Parameter  

This chapter discusses the most often used metrics for evaluating the various experiments described in the evaluated 

literature.  

Accuracy (ACC) is the clearly recognized payload ratio divided by total generated payloads. 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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False Alert Rate (FAR) or False Positive Rate (FPR): It is the likelihood of a false alarm being raised. When the true 

value is negative, a positive result will be given 

.𝐹𝐴𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 

True Negative Rate, Specificity: It is a metric that indicates the proportion of false negatives that are genuinely identified. 

𝑇𝑁𝑅 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 

True Positive Rate, Recall, Sensitivity and Detection Rate: The True Positive Rate (TPR), also known as Reminder, 

Sensitivity, or Detection Rate (DR), is a metric that indicates the proportion of true positives that are accurately 

identified. 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Positive Predictive Value (PPV), is the percentage of accurately detected malicious payloads to total malicious payloads 

(PPV). 

𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

False Negative Rate:  It is the percentage of positive test results linked with a test, or the conditional likelihood of a 

negative test end result given the presence of the disease. 

𝐹𝑁𝑅 =
𝐹𝑁

𝐹𝑁 + 𝑇𝑃
 

F1-Score: The F1 score is a test accuracy metric that considers both accuracy and recall. Precision (P) and recall (R) are 

the weighted harmonic means of two performance measures (R) which is used to calculate the F1-Score. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
1

𝛼.
1
𝑝

+  1 − 𝛼 .
1
𝑅

 

Classification error: The total number of samples that were incorrectly classified was calculated is referred to as 

"classification error," and it is computed using the formula: 

𝐶𝐸 =
𝑓

𝑛
. 100 

Matthews Correlation Coefficient (MCC) is a measure of the quality of binary classifications (two-class). MCC is a 

correlation coefficient that provides a value between -1 and +1 for observed and predicted binary classifications. A 

coefficient of +1 denotes a flawless prediction, a coefficient of 0 denotes no improvement over random prediction, and a 

coefficient of -1 denotes total; disagreement between ;prediction and observation. It's the same thing as the phi-

coefficient. 

𝑀𝐶𝐶 =
𝑇𝑃. 𝑇𝑁 − 𝐹𝑃. 𝐹𝑁

 (𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

Area under Curve: The true positive rate (TPR) is plotted against the false positive rate (FPR) to show how well a 

classification model performs across all categorization thresholds (FPR). The AUC value is a two-dimensional region 

beneath the entire ROC curve that ranges from 0 to 1 (100 percent inaccurate predictions). 

 

Table 6. Measures used in experiment evaluation 

Metric Number 

of Studies 

Citations 

MCC 1 [71] 

CE 1 [124] 

FNR 4 [55,56,95,100] 

F-Score 12 [47,59,62,65,71,76,80,89,113–115,118] 

TNR/Specificity 3 [59,93,114] 

ROC/AUC 10 [34,50,55,71,72,77,83,90,107,115] 

TPR/Recall/ 49 [33,35–42,45–50,52,53,60,65–67,69–72,74–76,79–83,85–
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Sensitivity/DR 87,89,91,93,94, 97,98,100–102,105–115,117,118] 

Precision 11 [41,43,59,65,66,76,80,89,113–115] 

Accuracy 24 [35,36,41,47,48,50,53,59,60,64,66,75,80,81,88,89,92,99,100,103, 105, 

113,114,116] 

FPR / FAR 61 [32,33,35,36,38–46,48–50,52,55,56,58,60,62-67,69,71,72,74,75,79,81–

83,85] 

 

Conclusion 

The main objective of our research is to study various papers related to web attacks and the techniques used for anomaly 

detection. One of the primary limitations identified in this systematic review is the absence of a standardized, up-to-date, 

and properly labelled dataset that enables the verification of experimental results acquired in various investigations. It is 

concerning that only 29.55 percent of the investigational results; found in the reviewed studies are dependent on publicly 

available datasets, with approximately half of these being heavily criticised by the scientific community, implying that 

additional research efforts are required to enable the creation and validation of a publicly available dataset. Additionally, 

a modest number of research utilising dimensionality reduction strategies have been identified. If PCA is utilised, it is 

recommended to use robust approaches, as the PCA method is extremely sensitive to outliers. If one of the variables in an 

observation is abnormal, the variance in this direction will be unnecessarily high. Due to the fact that PCA attempts to 

locate the paths with the greatest variance, the resulting subspace will have been excessively directed in this direction. 

The majority of the papers evaluated employ K-means and GMM classification algorithms in conjunction with Markov 

and SVM type models. It is usual to combine two or more clustering and/or classification techniques. Classic measures 

are commonly employed in studies relating to vulnerability identification. While these latter measurements may be 

useful, the authors feel that additional research should be undertaken in this area to develop a clear technique that enables 

the selection of certain metrics.  

After reviewing the research, it was discovered that the majority of them do not define the type of assault they are 

attempting to prevent. So the prevention and detection of various attacks are the main objective of the work. In general, 

the various research papers that fit in deep learning methods demonstrate strong statistical performance; as a outcome, it 

was observed that the results vary depending upon the nature and type of the datasets. So, to promote the creation and 

usage of ; datasets for replicating and validating trials, it should be investigated further to determine whether deep 

learning truly enhances intrusion detection systems.  

We discovered that deep learning algorithms outperform data mining; and the machine learning methodologies. 

Numerous deep learning methodologies have been investigated, however there is considerable room for improvement by 

tweaking hyper parameters and utilising alternative deep learning models. Logs are frequently utilised to detect 

anomalies in today's large-scale networks. However, due to massive log size expansion, traditional anomaly 

identification methods, which rely heavily on manual log examination, have become unworkable. However, inventors are 

still unaware of anomaly finding techniques, and occasionally, as a result of a lack of comprehensive examination and 

comparison of existing methodologies, they are forced to re-design an anomaly detection system. 
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