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ABSTRACT 

 Sentiment analysis is the rising and the important field carried out on social network. Product reviews are very much 

important and one of the major factor which is considered by the new buyers. For upcoming buyers, these reviews help in 

making decisions. The key challenge lies in considering the weakly labelled data. The main objective of this work is to make 

an effective prediction of the product review sentiment in weakly labelled data. This system consists of two kinds of model to 

strengthen the review sentiments process with the help of RNN and CNN.  First model (KT_CNN) is constructed with the help 

Yake based Key Terms learning through Convolutional Network added with Blended Sentiment Polarity. The second model 

(DLA_RNN) is designed with polarity distance based dynamic label adjusted data with Long Short Term Memory network. 

The deep features extracted from the both models are concatenated to represent the sentiment of the product review. The 

proposed (KT_CNN_DLA_RNN) method archives the F1-Score up to 88.71% for the Amazon Data Products dataset.  

1. Introduction 

 Nowadays, the booming of buying or shopping of goods or services over the internet has been increased. After 

purchasing, buyers show special interest in writing or reviewing comments about their online shopping in social networks. The 

comments are very much valuable for other buyers. With the help of these resources, decision makingprocess is done by an 

outlook customer. It is tremendously essential to have ajustifiable commencement of how customers notice the products. 

Customers communicate their view through the comments and the products. Customers’ positive opinions direct to the success 

of a business and negative opinions probably foremost toits downfall [14].Social media websites, namely LinkedIn, Instagram, 

Twitter,YouTube, Facebookand e-commerce websites, namely Amazon, Flipkart, Snapdeal, Myntra, and Jabong etc.are being 

commonly utilized to converse perspectives efficiently. Mainly, e-commerce companies have offered people with numerous 

opportunities to explore online content [22]. Handing over a positive or a negative sentiment to the reviews can assistcompanies 

recognize their peoples and also facilitate peoples to make superior decisions [20].In the mean time, the number of reviews 

also developsspeedily. At the same time, severe information overload problem also occurs.  

 Sentiment analysis is considered as a protracted standing research matter. Earlier, sentiment classification methods 

usually divided into two categories, namely lexicon-based methods and machine learning methods [3]. In Lexicon-based 

methods [1, 4], first a sentiment lexicon is constructed with help of opinion words. Then, classificationrules are designed based 

on emerging opinion words and prior syntactic knowledge. Here, substantial efforts are required in lexicon construction and 

rule design. The demerit is, it can compact only with implicit opinions in an ad-hoc way and not with weakly labelled data [5]. 

Then the machine learning method came into emerged [6]. Following machine learning feature extraction also came into 

emerged [7]. Currently, deep learning has also emerged as an effectiveway for solving sentiment classification problems [3].The 

purpose of sentiment analysis is notnarrow down to specific purpose such as product, sociology, marketing, advertisingand 

movie reviews [24]. It also have utilized in other areas, namely news,sport, election, politics, etc. For example, sentiment 

analysis is also utilized to categorize people’s opinions about a definite nominee or political party in online political debates 

[23].  

 The key challenge is how toaccurately sentiment analysis the weakly labelled data. In this work,a novel framework 

has been proposed for review sentencesentiment classification. Document level and sentence level sentiments cannot present 

adequate data that is vital for decision making [21].The framework treats review ratings as weak labels. It isconcluded by 

considering sentiment on the aspect, whether it is positive, negative or neutral or has a rating usually ranges from 1 to 5. For 

example, with ratings 5-stars scale, the user has commented the product as poor, ratings below 3-stars as the good product. 

Hence, here the contradiction takes place that rating is 5, but the product is poor. These contradictions are called weakly labelled 

data.  
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2. Related Works 

 A lot of research works are going on product review sentiment analysis. Product review sentiment classification is 

performed using the following methods, namely syntax-based techniques[27], dictionary-based techniques [28], phrase-level 

techniques [29], frequency-based techniques [30],supervised machine learning techniques [31], hybrid techniques [32] and 

unsupervised machine learning techniques [33].  

Ding et al [1] have proposed an opinion mining technique which is the holistic lexicon-based approach for classifying 

reviews. Zhu et al [2] have applied an Aspect-based opinion polling technique in customer reviews for sentiment analysis. Pang 

et al [6] have performed the sentiment classification work by applying NaiveBayes technique. Naive Bayes is one of the most 

popular machine learning algorithms. Dave et al [8] have used n-grams for Opinion extraction and semantic classification of 

product reviews. Mullen et al [9] have applied Part-of-speech (POS) information and syntactic relations for extracting features. 

Sentiment classification is performed by applying Support Vector Machine (SVM). Ziyu Guan et al [11] have considered 

ratings as weak supervision signals. Here, high level representation is collected from the general sentiment distribution of 

sentencesthrough rating information. On top of the embedding layer, a sentiment layer is added. Saiful [13] has applied 

Recurrent Neural Network(RNN) for sentiment classification of Bengali text. BiLSTM technique is also combined with RNN 

to improve accuracy.Chen Long et al [15] have proposed weakly-supervised deep learning framework to deal with the sentiment 

classification.Chenghua Lin et al [16] have proposed a new probabilistic modellingmethod named Joint Sentiment Topic (JST). 

This model identifies sentiment and topic concurrently from text which depends on Latent Dirichlet Allocation (LDA). This 

technique also provides indeed coherent and informative results.  

Quanzeng You et al [17] have applied Convolutional Neural Network (CNN) for image sentiment classification. Here, 

a paragraph vector is trained for analysing the textual sentiment classification.Zhang Min [18] has applied a mechanism 

calledWeakly Supervised Mechanism (WSM) to pre-train the parameters of the proposed model. In the weakly labelled data, 

labelled data is used for the fine-tune initialled parameters. The effect of noise data is decreased on the initial 

consequences.Here, CNN and Bi-directional Long Short-term Memory (Bi-LSTM) is concatenated with WSM to form WSM-

CNN-LSTM for the sentiment classification.Akbar et al [14] have proposed Aspect-Based Sentiment Analysis (ABSA) 

technique for the market products to analyse customer opinions. It has two main tasks, namely Aspect Sentiment Classification 

(ASC) and Aspect Extraction (AE). Hence, analyzing customer opinions in a review is a difficult task. Here a deep language 

model called BERT is also used. Deep language model is supported by two simple modules called Parallel Aggregation 

andHierarchical Aggregation. Then, Conditional Random Fields(CRFs) is also used for the sequence labelling task 

process.Rakesh Kumar and Shashi Shekhar [19] have applied high level representation learning in sentiment classification. 

This high level representation captures sentiment distribution from sentences. Sentiment classification is performed using 

efficient deep learning method. In deep learning framework, classification layer is added on top of embedding layer. Here, 

labelled sentences are utilized for supervised fine tuning.  

 Waqar Muhammad et al [20] have compared machine learning methods with lexicon based methods. Here, five 

machine learning techniques is compared, namely Logistic Regression (LR), Naive Bayes (NB), Random Forests (RF), Support 

Vector Machines (SVM) and K-Nearest Neighbor (K-NN). Then three lexicon based techniques is compared, namely 

SenticNet,Happiness and SentiStrength. In absence of reviews of a particular website, labelled product reviews from other 

websites can be efficiently utilized. The supervised techniques are trained to accomplish an equivalent performance to the 

unsupervised lexicon based techniques. This approach also benefits by enveloping all of the product reviews which the lexicon 

basedapproaches be unsuccessful to do so. The results depict that reviews from Amazon are the easiest to classify, pursued by 

reviews from Reevo, and Facebook reviews are the hardest to classify. Ameen Banjar et al [22] have proposed a method called 

Aspect Based Sentiment Analysis - Polarity Estimation of customer Reviews (ABSA-PER). This proposed method has three 

steps, namely data pre-processing, Aspect Co-occurrence Calculation (CAC) andpolarity estimation. 

Kia Dashtipour et al [23] have classified the subject’s sentiment as, namely positive, negative, and neutral. This work 

contains deep-learning-driven with context-aware and Persian sentiment analysis method. Here, CNN and LSTM are applied 

which are the two efficient deep learning methods.   

3. The Proposed Work 

In the proposed architecture we used in the input of the model is product review data with rating.   This proposed 

approach   combines the strength of two models with different feature extraction on review statements with key terms.  Both 

two kinds of models are presented in two sections; the overall block diagram of the proposed system is shown in the figure 1.  



 
JOURNAL OF ALGEBRAIC STATISTICS 
Volume 13, No. 3, 2022, p. 1137 - 1148 

https://publishoa.com  

ISSN: 1309-3452     
                                                                                                                                                                                                                 

1139 
 

 

Section 31. Clearly describe the feature extraction using Key Term based CNN (KT_CNN) model and subsequent section 

scribes the Dynamic Label Adjusted RNN (DLA_RNN) model. 

 

Figure 1.  Overall Architecture of the Proposed Dynamic Label Adjusted and Key Term Based Product Review 

Analysis 
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3.1. Key Term Based CNN Model (KT_CNN) 

This branch initially extracts the key terms from the review with the help of Yake model and those extracted key words 

are arranged in the order of occurrence in the sentence and given as input of the CNN model with embedding. 

 

3.1.1. Yet Another Keyword Extractor (Yake) 

YAKE is called a light-weight unsupervised automatic keyword extraction technique. This technique respites on text 

statistical features extracted from single documents. The most important keywords of a text are also chosen. YAKE is also 

called in terms of Term Frequency Independent (TFI). TFI means a probable keyword with no conditions are assigned in the 

sentence frequency and in the minimum frequency.  

YAKE [34] has five main procedures to be followed. First text pre-processing and candidate term identification, second 

feature extraction, third computing term score, fourth n-gram generation and computing candidate keyword score. Then, finally 

data deduplication and ranking. In the first stage, pre-processes are performed in the document into a machine-readable format 

in order to recognize potential candidate terms. Here, first sentences are divided into chunks when punctuation is available. 

Then, each chunk is divided into tokens. Each token is then changed to lowercase and tagged with proper delimiters. This stage 

is a significant and vital step to recognize better candidate terms.  

The second stage acquires a list of individual terms as input and represents them by a set of five statistical features [36]. 

They are YLR that estimates the number of various terms that occur to the left side and right side of the candidate word. YPos 

estimates the values on those words which occur at the start of the sentence itself. Ycase  replicate the casing aspect of a word. 

Ydifsent quantifies how frequently a candidate word emerges within various sentences. Yfreq how frequently the word occurs. 

Then, all these five statistical features are applied for the estimation of the Y(w) score for each term as shown in the eq.(1). 

           Y(w) = 
𝑌𝐿𝑅× 𝑌𝑃𝑜𝑠

𝑌𝑐𝑎𝑠𝑒 + 
𝑌𝑓𝑟𝑒𝑞

𝑌𝐿𝑅
+ 

𝑌𝑑𝑖𝑓𝑠𝑒𝑛𝑡

𝑌𝐿𝑅

                  (1) 

In the third stage, the obtained features are heuristically combined into a single score as represented in the eq.(1).  In the 

fourth stage, the candidate keywords are generated by assigning scores depending on their importance [35]. The sliding window 

concept of 3-grams is applied for generating a contiguous sequence of 1, 2 and 3-gram candidate keywords. Similar keywords 

are combined by applying deduplication distance similarity measure in the fifth stage. The list of final keywords is then arranged 

by their relevance scores. Every candidate keyword will then be allocated with a final Y(kw), which has the smaller score with 

more meaningful  keyword. 

𝑌(𝑘𝑤) =  
∇𝑤 𝜖𝑘𝑤 Y(w)

𝑇𝐹 (𝑘𝑤)×(1+ ∑ Y(w))𝑤𝜀𝑘𝑤
                                               (2) 

Where 𝑌(𝑘𝑤) is the score of the candidate keyword. At last the system will yield a list of important keywords, formed 

by 1, 2, 3-grams. Yake series-independent computerized keyword extractor is provided keywords to the input layer [39]. 

 

3.1.2. Blended Polarity Bending (BSP) 

The output of the YAKE technique is given as input to the embedding layer.  The embedding layer is combined with the 

Glove and the Blended polarity bending concept proposed in the paper [37].  

 

VADER [12] is a rule-based sentiment analysis tool and lexicon analyzer. It is particularly accustomed to sentiments 

uttered in public media. VADER also utilizes a collection of catalogue of lexical features from a sentiment lexicon. VADER 

sentimental classification depends on a dictionary which maps lexical characters to emotion intensities called as sentiment 

scores. The sentiment score of a text is calculated by summing up the intensity of every word in the text available. 

VADER is very much intellectual sufficient to recognize the fundamental situation. This also identifies with the 

emphasis of capitalization and punctuation. According to semantic point of reference, sentiments are commonly labelled as 

neither positive nor negative. VADER informs on the subject of the positivity and the negativity score. Along with explains 

positive or negative a sentiment appears. VADER’s sentiment lexicon is available [25].  
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The TextBlob consist of a library for handing out the textual data. Its important feature is sentiment analysis. Based 

on the polarity of the sentiments, the values positive, negative and neutral are estimated. In the TextBlob, the output will have 

only one value, positive, negative and neutral [40].  

 As described in [37] the score for each polarity from Vader and TextBlob is combine with proper weight and added 

with the Glove Embedding coefficients. 

3.1.3. GloVe Embeddings 

GloVe Embeddings are a kind ofphrase embedding that encode the co-incidencechance ratio amongphrases as vector 

differences. GloVe makes use of a weighted least squares goal J that minimizes the distinctionamong the dot manufactured 

from the vectors of phrases and the logarithm in theirrange of co-occurrences: 

𝐽 = ∑ 𝑓(𝑋𝑖𝑗)(𝑤𝑖
𝑇�̃�𝑗 + 𝑏𝑖 + �̃�𝑗 − log 𝑋𝑖𝑗)2𝑉

𝑖,𝑗=1                                      (4) 

where wi and bi are the word vector and bias respectively of word i, �̃�j and bj are the context word vector and bias respectively 

of word k, Xij is the number of times word i occurs in the context of word j, and f is a weighting function that assigns lower 

weights to rare and frequent co-occurrences [47]. 

3.1.4. Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is applied with Natural Language Processing (NLP) to extract features in 

embedding vectors of a specific sentence [38]. CNN is applied to extract valuable features, namely relationships and phrases 

between words that are nearer together in a specific sentence. Hence CNN is used in NLP text classification. CNN usually 

consider a sentence of word vectors. CNN generates a phrase vector for all sub phrases and also grammatically correct phrases. 

This NLP CNN is made up of 1D convolutional and pooling layer. This pooling layer is provided as input to a series 

of dense layers. This method also facilitates by reducing the dimensionality of the text and performs as a summary of sorts 

which is then provided.  

Let us consider two 1D vectors, namely X and Y. X represents the primary vector. Y represents the corresponding 

filter applied. The convolution between X and Y is estimated at a value n is shown using Eq.(5).  

(X * Y)[n] = ∑ 𝑋[𝑛 − 𝑚]𝑌[𝑚]𝑀
𝑚=−𝑀                                            (5) 

Let us consider word-vectors as wi∈ 𝑉𝑘. Then, the concatenated word vectors of a n-word sentence is wi:n= 𝑤1 + 𝑤2 +
⋯ + 𝑤𝑛 . Here, the filter v is a vector and it is represented as shown in Eq. (6). 

𝑍𝑖 = 𝑓(𝑣𝑇wi:i/h-1 + b)                                                             (6) 

Where Z = [Z1, Z2...Zn-h+1] € Rn-h+1. 

The output of CNN is provided as input to the max-pooling layer. The output of the max-pooling layer represented as 

shown in Eq. (7). 

Z =max {Z}                                                                    (7) 

3.1.5. Average Pooling 

The concept of common or suggest for pooling and extracting the features, this isthe primary convolution- based deep neural 

network. As shown in Fig. 3, an average pooling layer plays down-sampling through dividing the input into rectangular pooling 

areas and computing the common values of every region [40]. 
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Figure 3Average Pooling Layer Process 

3.1.6. Attention: 

 

a) Word Attention 

Word Attention Not all words contribute equally to the representation of the sentence meaning. The attention mechanism is 

used to extract such words that are important to the meaning of the sentence and aggregate the representation of those 

informative words to form a sentence vector. Specifically, 

𝑢𝑖𝑡 = tanh (𝑊𝑤ℎ𝑖𝑡 + 𝑏𝑤) 

∝𝑖𝑡=
exp (𝑢𝑖𝑡

𝑇 𝑢𝑤)

∑ 𝑒𝑥𝑝𝑡 (𝑢𝑖𝑡
𝑇 𝑢𝑤)

 

𝑠𝑖 = ∑ ∝𝑖𝑡 ℎ𝑖𝑡 𝑡                                                                 (8) 

ument classification: 

𝑝 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑐
𝑣 + 𝑏𝑐) 

We use the negative log likelihood of the correct labels as training loss: 

𝐿 = − ∑ 𝑙𝑜𝑔

𝑑

𝑝𝑑𝑗 , 

where j is the label of document d 

b) Sentence Attention 

Sentence Attention to reward sentences that are clues to correctly classify a review, we again use attention mechanism and 

introduce a sentence level context vector us and use the vector to measure the importance of the sentences.  

This yields  

𝑢𝑖 = tanh (𝑊𝑠ℎ𝑖 + 𝑏𝑠) 

∝𝑖=
exp (𝑢𝑖

𝑇𝑢𝑠)

∑ 𝑒𝑥𝑝𝑖 (𝑢𝑖
𝑇𝑢𝑠)

 

𝑣 = ∑ ∝𝑖 ℎ𝑖 𝑖                                                                   (9) 

where v is the review vector that summarizes all the information of sentences in a review.  
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3.1.7 Dropout Layer 

Dropout layer is used to eliminate the memorization of the network. The working principle of this method is performed 

by random deletion of some nodes of the network. The dropout rate is 0.5. 

3.2. Polarity based Dynamic Label Adjusted Model 

3.2.1. Review Polarity Score Estimation 

This model focused on the prediction process of the weakly labelled data in an effective form. This module finds the 

polarity score of each review with the help of VADER.  The fetched polarity score falls in eight kinds of category or in  eight  

range as shown in the figure 2.  In this work those values are considered in five modes such as most negative, negative, neutral, 

positive, most positive.  Such as -4 to -2  as most negative, -2 to 0 as negative, 0 to 1 as neutral, 1 to 2 as positive and 2 to 4 as 

most positive.  

3.2.2. Polarity  Distance based Dynamic Label Adjustment 

In the case of weekly labelled data, there is an occurrence of contradiction  between  rating and review statement, such 

as the rating may be 5 star but the review is in the form of negative meaning.   This issue is handled by this dynamic label 

adjustment based on polarity distance.  This section first assign a value for the review based on the polarity score as described 

in 3.2.1.  Where it assigns most negative as 1, negative as 2, neutral as 3, negative as 4 and positive as 5.  Then it finds the 

absolute distance between that polarity label and the rating of the review with the help of the following equation (10). 

Polaritydist= || Polarity_ Score_Value(review)  -  Rating(review) ||                          (10) 

The estimated polarity distance is less than or equal to three means the label is adjusted based on the polarity score as 

shown in the equation 11.  

 if    Polaritydist<= 3 {

𝑙𝑎𝑏𝑒𝑙 ← 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒  𝑖𝑓 𝑝𝑜𝑙𝑎𝑟𝑖𝑦 𝑠𝑐𝑜𝑟𝑒 == 4 𝑜𝑟 5
𝑙𝑎𝑏𝑒𝑙 ← 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒  𝑖𝑓 𝑝𝑜𝑙𝑎𝑟𝑖𝑦 𝑠𝑐𝑜𝑟𝑒 == 1 𝑜𝑟 2

𝑙𝑎𝑏𝑒𝑙 ← 𝑁𝑒𝑢𝑡𝑟𝑎𝑙  𝑖𝑓 𝑝𝑜𝑙𝑎𝑟𝑖𝑦 𝑠𝑐𝑜𝑟𝑒 == 3
                                       (11) 

Based on the above process   the label is dynamically adjusted based on the value of polarity distance.   For example 

if the polarity score of the review is 1 and the rating is 4 means there is a contradiction between the rating and the actual 

representation of the review, hence this approach change the label of the review from the positive to negative if it is originally 

stated as positive. 

3.2.3. Bilstm 

In Recurrent Neural Networks (RNNs), BiLSTM is a popular method [19]. Hidden states are reorganized gradually 

by BiLSTM, by utilizing earlier hidden state of final stage and present contribution. This method learns gating system to 

become skilled at dependencies of long term which is most generally applied. Memory cell is also separately preserved. It is 

constant equivalence of memory circuit. An interior state of memory cell controls the reset, the write and the read operations 

by forget, input and output gates.       

3.2.4. Dense 

A dense layer contains neurons of network layer. [ML repository (2019)]. Dense layer receives the input from all layers using 

the neurons. The layer has a weight matrix w, a bias vector b, and the activations of previous layer a. The dense layer is 128. 

The dense layer is defned by,  

𝑦 = (𝑎(𝑥. 𝑤) + 𝑏)                                                             (12) 

where a is the element-wise argument, w is a weights matrix and bias is a bias vector created by the layer. 

The dense layer and the dropout layer concatenate using concatenate layer. Next concatenate layer input to dense layer. The 

dense layer is 128. And final used softmax layer are used to detect the class labels of the input images 

4. Experiment Result 
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In this section, we present the empirical evaluation of WDE on reviews collected from Amazon.com.  

Table 1: Statistics of the labeled dataset. 

 Positive Negative Total 

Subjective 3750 2024 5774 

Objective 1860 4120 5980 

Total 5610 6144 11754 

 

4.1. Dataset description 

Weakly labelled data 

We collected Amazon customer reviews of 3 domains: digital cameras, cell phones and laptops. All unlabeled reviews were 

extracted from the Amazon data product dataset [McAuley et al., 2015][41]. The labeled dataset was randomly split into training 

set (80%), and test set (20%) and we maintain the proportion as shown in Table 1. 

4.2. Evaluation metrics 

The performance metrics used to evaluate the classification results are Precision, Recall, F-measure and Accuracy.  

Those metrics are computed based on the values of true positive (TP), false positive (FP), true negative (TN) and false 

negative (FN) assigned classes [75].  

i. Accuracy  

Accuracy is the most intuitive performance measure and it is simply a ratio of correctly predicted observation to the total 

observations. It is given by: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+FP+FN+TN
                                  (13) 

ii. Precision  

Precision is the ratio of correctly predicted positive observations to the total predicted positive observations. It is given by:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                  (14) 

iii. Recall (Sensitivity)  

Recall is the ratio of correctly predicted positive observations to the all observations in actual class. It is given by:  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                  (15) 

 

iv. F1 score  

F1 Score is the weighted average of Precision and Recall. Therefore, this score takes both false positives and false negatives 

into account. It is given by:  

𝐹1𝑆𝑐𝑜𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
                                         (16) 

 

Results and Discussion 

Table 1: Comparison of Accuracy and F1-Score 

Method Accuracy Macro-F1 

Lexicon 0.722 0.721 

SVM 0.818 0.818 

NBSVM 0.826 0.825 

SSWE 0.835 0.834 

SentiWV 0.808 0.807 

MemNet 0.839 0.838 

CNN-rand 0.847 0.847 

CNN-rand11m 0.849 0.848 

CNN-weak 0.771 0.771 

LSTM-rand 0.845 0.845 

LSTM-rand11m 0.85 0.849 

WDE-CNN 0.877 0.876 
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WDE-LSTM 0.879 0.879 

CNN 80.98 79.815 

LSTM 85.51 81.8 

LSTM with VADER 90.88 84.85 

BSP 91.65 85.95 

KT_CNN 92.81 86.97 

DLA_RNN 93.58 87.92 

KT_CNN_DLA_RNN 94.47 88.71 

 

Table 2: Comparison of Accuracy, Precision, Recall and F1-Score 

 CNN LSTM 
LSTM with 

VADER 
BSP KT_CNN DLA_RNN KT_CNN_DLA_RNN 

Accuracy 80.98 85.51 90.88 91.65 92.28 93.78 94.57 

Precision 80.325 81.116 85.12 85.49 86.76 87.58 88.27 

Recall 79.312 82.496 84.59 86.43 87.19 88.27 89.17 

F1-score 79.81 81.80 84.85 85.95 86.97 87.92 88.71 

 

 

Fig. 2: Comparison of accuracy and F1-Score between various methods 
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Table 2 illustrates the accuracy comparison. In this table, proposed3 method provide 2.92 higher accuracy than the 

proposed method. Proposed3 method provide 3.69 better accuracy than LSTM with VADER method. Proposed3 method 

provide 9.06 higher accuracy than LSTM Proposed3 method provide 13.59 better accuracy than CNN method. Fig.

 2indicates the bar diagram of various methods of Accuracy. According to the diagram Proposed3 method provide 

accuracy comparing to other methods. 

Table 2 illustrates the F1-Score comparison. In this table, proposed3 method provide 2.76 higher F1-Score than the 

proposed method. Proposed3 method provide 3.86 better F1-Score than LSTM with VADER method. Proposed3 method 

provide 6.91 higher F1-Score than LSTM Proposed3 method provide 8.902 better F1-Score than CNN method. Fig.  5 

indicates the bar diagram of various methods of F1-Score. According to the diagram Proposed3 method provide F1-Score 

comparing to other methods. 

5. Conclusion 

In this paper, we presented an effective framework especially designed for sentiment analysis on product review with 

weakly labelled data. One of key challenge in product review sentiment analysis is there a contradiction between the review 

statement and its corresponding rating. This issue is handled by this paper with the help of two different models namely Key 

Terms based CNN (KT_CNN) and Dynamic Label Adjusted criteria with LSTM (DLA_RNN).From the experimental result 

and analysis on the Amazon Data Product dataset, it clearly shows that the proposed model attains significant results compared 

to state of art works.   The dynamic label adjustment using polarity score deviation helps the system to improve the performance 

along with role of key terms in review. The proposed (KT_CNN_DLA_RNN) method archives the F1-Score up to 88.71% for 

the Amazon Data Products dataset. The proposed approach achieves 6.91 higher F1-Score than LSTM and 8.902  than the 

traditional CNN method. 
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