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ABSTRACT  
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Introduction  

  

We work with fuzzy matrices, which are matrices with entries that are fuzzy algebra 𝐹 = [0,1] is defined by the max - min 

operation 𝑎 + 𝑏 = 𝑚𝑎𝑥{𝑎, 𝑏} and 𝑎 ⋅ 𝑏 = 𝑚𝑖𝑛{𝑎, 𝑏} for all 𝑎, 𝑏 ∈ 𝐹 . Let 𝐹𝑚×𝑛 be the collection of all 𝑚 × 𝑛 fuzzy 

matrices in the fuzzy algebra {𝐹: 𝐹 = [0,1]}. If there exist 𝑋 such that 𝐴𝑋𝐴 = 𝐴, then the matrix 𝐴 ∈ 𝐹𝑚×𝑛 is said to be 

regular, 𝑋 is known as a generalized (𝑔−) inverse of 𝐴. Kim and Roush created a fuzzy matrices theory that is similar to 

Boolean matrices in [13]. The regularity of intuitionistic fuzzy matrices was examined by Meenakshi and Gandhimathi 

[17]. In [27], Riyaz Ahmad Padder and Murugadas discusses several features of idempotent intuitionistic fuzzy matrices 

and T-type idempotent intuitionistic fuzzy matrices. As a generalization of fuzzy sets, Atanassov introduced and developed 

the idea of intuitionistic fuzzy sets in [1]. The concept of generalized inverses was discussed by Ben Israel and Greville in 

[2]. Meyar proposed the idea of generalized inverses of block triangular matrices in [20]. In [14], Kim and Roush presented 

inverse Boolean matrices. Pal and Khan derived basic features of intuitionistic fuzzzy matrices as a generalization of the 

work on fuzzy matrices in [21]. In [28], the topic of reducing intuitionistic fuzzy matrices is investigated, and several 

helpful properties for nilpotent intuitionistic fuzzy matrices are discovered. Some qualities of a transitive fuzzy matrix are 

investigated in [15], and the canonical form of the transitive fuzzy matrix is found using the properties. A canonical form of 

the transitive intuitionistic fuzzy matrix is also obtained using the properties. Szpilrajn’s ordering theorem is extended to 

intuitionistic fuzzy orderings in [29]. Minus ordering on fuzzy matrices was discussed by Sriram and Murugadas in [25]. 

Cen presented T-ordering in fuzzy matrices and looked into the relationship between T-ordering and generalised inverses 

in [3]. As a generalization of the negative partial ordering for regular fuzzy matrices, Poongodi, Padmavathi, Vinitha, and 

Hema presented a particular sort of ordering for k-regular Interval Valued Fuzzy Matrix in [21]. To examine the criteria for 

convergence of intuitionistic fuzzy matrices, Riyaz Ahmad Padder and Murugadas established the max-max operations on 

intuitionistic fuzzy matrices in [30]. Cho talked about the consistency of fuzzy matrix equations in [4]. As a generalisation 

of regular fuzzy matrix, Meenakshi and Jenita recently presented the notion of k - regular fuzzy matrix [19]. Khan and Paul 

[12] offer the notion of inverse of intuitionistic fuzzy matrices as a generalisation of inverse of intuitionistic fuzzy matrices. 

Pradhan and Pal [22] present a method for determining the inverse of an intuitionistic fuzzy matrix using the generalized 

inverses of blocks of the original matrix. Meenakshi and Jenita talked about numerous k-g inverses of k-regular fuzzy 

matrices in [18]. Jenita and Karuppusamy talked about the k-regularity of fuzzy and block fuzzy matrices in [6]. The idea of 

generalized regular block intuitionistic fuzzy matrices was presented in [11]. Special types of inverses and its 

characterization was respectively discussed in [10, 9]. The rank of intuitionistic fuzzy matrices was developed by Pradhan 

and Pal in [24]. [16, 26] can be used to learn more about fuzzy matrix theory and applications. As a generalization of 

regular intuitionistic fuzzy matrices, Jenita, Karuppusamy, and Thangamani developed the notion of k - regular 

intuitionistic fuzzy matrices in [7]. [8] discusses many inverses of k-regular intuitionistic fuzzy matrices. As a 

generalization of the minus ordering for regular fuzzy matrices, the minus ordering for k-regular intuitionistic fuzzy 

matrices is described in this study, and some of its features related to k-g inverses are examined.  

 2. Preliminaries  



JOURNAL OF ALGEBRAIC STATISTICS 
Volume 13, No. 3, 2022, p. 1415-1422 
https://publishoa.com 
ISSN: 1309-3452 

 

1416 
 

  

 We’re talking about fuzzy matrices here, which are matrices over a fuzzy algebra FM(FN) with support [0,1], 
under maxmin (minmax) operations and standard real-number ordering. Let (𝐼𝐹)𝑚×𝑛 be the collection of all intuitionistic 

fuzzy matrices of order 𝑚 × 𝑛, 𝐹𝑚×𝑛
𝑀  be the set of all fuzzy matrices of order 𝑚 × 𝑛, under the maxmin composition and 

𝐹𝑚×𝑛
𝑁  be the set of all fuzzy matrices of order 𝑚 × 𝑛, under the minmax composition. In short (𝐼𝐹)𝑛 signifies the order’s 

fuzzy intuitionistic matrix 𝑛 × 𝑛. 

If 𝐴 = (𝑎𝑖𝑗)𝑚×𝑛 ∈ (𝐼𝐹)𝑚×𝑛 , then 𝐴 = (⟨𝑎𝑖𝑗𝜇 , 𝑎𝑖𝑗𝜗⟩)
𝑚×𝑛

, where 𝑎𝑖𝑗𝜇  and 𝑎𝑖𝑗𝜗  are the membership and non 

membership values of 𝑎𝑖𝑗  in 𝐴 with regard to the fuzzy sets 𝜇 and 𝜗 respectively, while retaining the condition 0 ≤

𝑎𝑖𝑗𝜇 + 𝑎𝑖𝑗𝜗 ≤ 1. 

The matrix operations on intuitionistic fuzzy matrices as stated in [16] will be followed.For 𝐴, 𝐵 ∈ (𝐼𝐹)𝑚×𝑛, then 

𝐴 + 𝐵 = (⟨max{𝑎𝑖𝑗𝜇 , 𝑏𝑖𝑗𝜇}, min{𝑎𝑖𝑗𝜗 , 𝑏𝑖𝑗𝜗}⟩) 

𝐴𝐵 = (⟨max
𝑘

min{𝑎𝑖𝑘𝜇 , 𝑏𝑘𝑗𝜇}, min
𝑘

max{𝑎𝑖𝑘𝜗 , 𝑏𝑘𝑗𝜗}⟩) 

Define the order relation on (𝐼𝐹)𝑚×𝑛 as follows, 

𝐴 ≤ 𝐵 ⇔ 𝑎𝑖𝑗𝜇 ≤ 𝑏𝑖𝑗𝜇 and 𝑎𝑖𝑗𝜗 ≥ 𝑏𝑖𝑗𝜗 , for all 𝑖 and 𝑗. 

We will represent 𝐴 ∈ (𝐼𝐹)𝑚×𝑛 as a cartesian product of fuzzy matrices in this paper. 

For 𝐴 = (𝑎𝑖𝑗)𝑚×𝑛 ∈ (𝐼𝐹)𝑚×𝑛. Let 𝐴 = (𝑎𝑖𝑗)𝑚×𝑛 = (⟨𝑎𝑖𝑗𝜇 , 𝑎𝑖𝑗𝜗⟩)
𝑚×𝑛

∈ (𝐼𝐹)𝑚×𝑛 . 

The membership part of 𝐴 is defined as 𝐴𝜇 = (𝑎𝑖𝑗𝜇)𝑚×𝑛 ∈ 𝐹𝑚×𝑛
𝑀  and the non-membership part is defined as 𝐴𝜗 =

(𝑎𝑖𝑗𝜗)𝑚×𝑛 ∈ 𝐹𝑚×𝑛
𝑁 .As a result 𝐴  is expressed as the cartesian product of 𝐴𝜇  and 𝐴𝜗 , 𝐴 =< 𝐴𝜇, 𝐴𝜗 >  with 𝐴𝜇 ∈

𝐹𝑚×𝑛
𝑀 , 𝐴𝜗 ∈ 𝐹𝑚×𝑛

𝑁 . 𝐴 ∈ (𝐼𝐹)𝑚×𝑛, 𝑅(𝐴)(𝐶(𝐴)) signifies the space created by the rows (columns) of 𝐴 and 𝐴𝑇 denotes the 

transpose of 𝐴. 

Definition 2.1 [7] 

If there exist the matrix 𝑋 ∈ (𝐼𝐹)𝑛 , such that 𝐴𝑘𝑋𝐴 = 𝐴𝑘, for some positive integer 𝑘 then the matrix 𝐴 ∈ (𝐼𝐹)𝑛 is said 

be right k-regular. Right k-g-inverse of 𝐴 is called 𝑋. 

Let 𝐴𝑟{1𝑘} = {𝑋/𝐴𝑘𝑋𝐴 = 𝐴𝑘}. 
Definition 2.2 [7] 

If there exists a matrix 𝑌 ∈ (𝐼𝐹)𝑛 such that 𝐴𝑌𝐴𝑘 = 𝐴𝑘 , for some positive integer 𝑘 then the matrix 𝐴 ∈ (𝐼𝐹)𝑛, is said 

be left k-regular. Left k-g-inverse of 𝐴 is called 𝑌. 

Let 𝐴ℓ{1𝑘} = {𝑌/𝐴𝑌𝐴𝑘 = 𝐴𝑘}.  

 In general, right k-regular is different from left k-regular. 

Lemma 2.3 [6] 

For 𝐴, 𝐵 ∈ (𝐼𝐹)𝑛, and a positive integer k, then 

(i) If 𝐴 is right k - regular and 𝑅(𝐵) ⊆ 𝑅(𝐴𝑘) then 𝐵 = 𝐵𝑋𝐴 for each right k - g inverse 𝑋 of 𝐴. 

(ii) If 𝐴 is left k - regular and 𝐶(𝐵) ⊆ 𝐶(𝐴𝑘) then 𝐵 = 𝐴𝑌𝐵 for each left k - g inverse 𝑌 of 𝐴. 

Lemma 2.4 [17] 

For 𝐴, 𝐵 ∈ (𝐼𝐹)𝑚×𝑛, 𝑅(𝐵) ⊆ 𝑅(𝐴) ⇔ 𝐵 = 𝑋𝐴 for some 𝑋 ∈ (𝐼𝐹)𝑚, 𝐶(𝐵) ⊆ 𝐶(𝐴) ⇔ 𝐵 = 𝐴𝑌 for some 𝑌 ∈ (𝐼𝐹)𝑛. 
Lemma 2.5 [17] 

For 𝐴 ∈ (𝐼𝐹)𝑚𝑛 and 𝐵 ∈ (𝐼𝐹)𝑛𝑝, 𝑅(𝐴𝐵) ⊆ 𝑅(𝐵), 𝐶(𝐴𝐵) ⊆ 𝐶(𝐴). 

Theorem 2.6 [8] 

Let 𝐴 ∈ (𝐼𝐹)𝑛 and 𝑘 be a positive integer, then 𝑋 ∈ 𝐴𝑟{1𝑘} ⇔ 𝑋𝑇 ∈ 𝐴ℓ
𝑇{1𝑘}. 

Remark 2.7 [7] 

Each member of the set 𝐴{1𝑘} is referred to as a k-g inverse of 𝐴. For any integer 𝑞 ≥ 𝑘 if 𝐴 is k-regular then 𝐴 is 

q-regular. For 𝑘 = 1, 𝐴{1𝑘} reduces to the set of all g-inverse of a regular matrix 𝐴. 

Definition 2.8 [10] 

If 𝐴 is an intuitionistic fuzzy matrix, suppose 𝐴𝑘+𝑑 = 𝐴𝑘 for some positive integer 𝑘, 𝑑 > 0. Then the least 𝑘 > 0 such 

that 𝐴𝑘+𝑑 = 𝐴𝑘 for some 𝑑 is called the index of 𝐴. The least 𝑑 > 0 such that 𝐴𝑘+𝑑 = 𝐴𝑘 for some 𝑘 is called the 

period of A. 

Definition 2.9 [14] 

If every row and column of a square intuitionistic fuzzy matrix includes exactly one ⟨1,0⟩ and all the other entries are 
⟨0,1⟩ is called the intuitionistic fuzzy permutation matrix. 𝑃𝑛  be the collection of all 𝑛 × 𝑛 permutation matrices in 

(𝐼𝐹)𝑛. 

Definition 2.10 [13]  

For 𝐴 ∈ 𝐹𝑚,𝑛
−  and 𝐵 ∈ 𝐹𝑚𝑛 , the minus ordering denoted as <

−
 is defined as 𝐴 <

−
⇔ 𝐴−𝐴 = 𝐴−𝐵 and 𝐴𝐴− = 𝐵𝐴− for 

some 𝐴− ∈ 𝐴{1}. 
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 3. Ordering on Generalized Regular Intuitionistic Fuzzy Matrices  

  

 In this section, we look at k-minus ordering for k-regular IFMs, which is a minus ordering for generalized regular 

IFMs including k-g inverses. Here, (𝐼𝐹𝑀)𝑛
− = {𝐴 ∈ (𝐼𝐹𝑀)𝑛|  𝐴  ℎ𝑎𝑠  𝑎  𝑘 − 𝑔  𝑖𝑛𝑣𝑒𝑟𝑠𝑒} 

Definition 3.1 

For 𝐴 ∈ (𝐼𝐹𝑀)𝑛
− and 𝐵 ∈ (𝐼𝐹𝑀)𝑛, the k-minus ordering denoted as 𝐴 <𝑘

− 𝐵 and is defined by 𝐴 <𝑘
− 𝐵 ⇔ 𝐴𝑘𝑈 = 𝐵𝑘𝑈 

for some 𝑈 ∈ 𝐴{1𝑟
𝑘} and 𝑉𝐴𝑘 = 𝑉𝐵𝑘 for some 𝑉 ∈ 𝐴{1ℓ

𝑘}. 

Remark 3.1 

For 𝑘 = 1, Definition (3.1), reduces to the definition of minus ordering for regular fuzzy matrices, which is given in 

Definition (2.10) 

Also from Definition (3.1), and Definition (2.10) it to be noted that, 𝐴 <𝑘
− 𝐵 ⇔ 𝐴𝑘 <− 𝐵𝑘. But in general if 𝑋 is a k-g 

inverse of 𝐴 need not be a g-inverse of 𝐴𝑘. 

This is demonstrated in the following example. (3.2) 

Example 3.1 

Let 𝐴 = [
⟨0.5,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.2⟩ ⟨0.1,0.5⟩] 

𝐴2 = [
⟨0.5,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.2⟩ ⟨0.2,0.3⟩] ≠ 𝐴 

For the permutation matrices 𝑃1 = [
⟨1,0⟩ ⟨0,1⟩
⟨0,1⟩ ⟨1,0⟩] and 𝑃2 = [

⟨0,1⟩ ⟨1,0⟩
⟨1,0⟩ ⟨0,1⟩], 

𝐴𝑃1𝐴 ≠ 𝐴 and 𝐴𝑃2𝐴 ≠ 𝐴. Hence 𝐴 is not regular. 

For 𝑋 = [
⟨0.5,0.1⟩ ⟨0.1,0.5⟩
⟨0.1,0.2⟩ ⟨0.2,0.3⟩] , 𝐴2𝑋𝐴 = 𝐴2. 

Hence 𝐴 is 2-regular and 𝑋 is a 2-g-inverse of 𝐴. 

For 𝐵 = [
⟨0.6,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.2⟩ ⟨0.5,0.3⟩] , 𝐵2 = [

⟨0.6,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.2⟩ ⟨0.5,0.3⟩]. 

Here, 𝐴2𝑋 = 𝐵2𝑋 = [
⟨0.5,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.2⟩ ⟨0.2,0.3⟩]. 

For 𝑌 = [
⟨0.5,0.1⟩ ⟨0.2,0.5⟩
⟨0.1,0.2⟩ ⟨0.2,0.3⟩], 𝐴𝑌𝐴2 = 𝐴2, 𝑌 is a left 2-g inverse of 𝐴. 

Also, 𝑌𝐴2 = 𝑌𝐵2 = [
⟨0.5,0.1⟩ ⟨0.2,0.5⟩
⟨0.2,0.2⟩ ⟨0.2,0.5⟩]. 

Hence 𝐴 <𝑘
− 𝐵. 

 

Example 3.2 

From Example (3.1), 

𝐴2𝑋𝐴 = [
⟨0.5,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.2⟩ ⟨0.2,0.3⟩] = 𝐴2 

Hence 𝐴 is 2- regular and 𝑋 is a 2-g inverse of 𝐴. 

𝐴2𝑋𝐴2 = [
⟨0.5,0.1⟩ ⟨0.2,0.3⟩
⟨0.3,0.3⟩ ⟨0.2,0.3⟩] ≠ 𝐴2 

Hence 𝑋 is not a g-inverse of 𝐴2. 

Lemma 3.1 

For 𝐴 ∈ (𝐼𝐹𝑀)𝑛
− and 𝐵 ∈ (𝐼𝐹𝑀)𝑛, the following are equivalent.  

(𝑖) 𝐴 <𝑘
− 𝐵 

(𝑖𝑖) 𝐴𝑘 = 𝐵𝑘𝑈𝐴 = 𝐴𝑉𝐵𝑘  for some 𝑈, 𝑉 ∈ 𝐴{1𝑘} 

Proof: 

(𝑖) ⇒ (𝑖𝑖) 
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𝐴 <𝑘
− 𝐵 ⇒ 𝐴𝑘𝑈 = 𝐵𝑘𝑈 for some 𝑈 ∈ 𝐴{1𝑟

𝑘} and 𝑉𝐴𝑘 = 𝑉𝐵𝑘  for some 𝑉 ∈ 𝐴{1ℓ
𝑘}. 

𝐴𝑘 = 𝐴𝑘𝑈𝐴 = (𝐴𝑘𝑈)𝐴 = 𝐵𝑘𝑈𝐴 

𝐴𝑘 = 𝐴𝑉𝐴𝑘 = 𝐴(𝑉𝐴𝑘) = 𝐴𝑉𝐵𝑘 

𝐴𝑘 = 𝐵𝑘𝑈𝐴 = 𝐴𝑉𝐵𝑘 

(𝑖𝑖) ⇒ (𝑖) 

Let 𝑋 = 𝑈𝐴𝑈, 𝑈 ∈ 𝐴{1𝑟
𝑘} 

𝐴𝑘𝑋𝐴 = 𝐴𝑘(𝑈𝐴𝑈)𝐴 = (𝐴𝑘𝑈𝐴)𝑈𝐴 = 𝐴𝑘𝑈𝐴 = 𝐴𝑘 

Hence 𝑋 ∈ 𝐴{1𝑟
𝑘} 

Similarly, 𝐴𝑌𝐴𝑘 = 𝐴𝑘 , 𝑌 = 𝑉𝐴𝑉 for 𝑉 ∈ 𝐴{1ℓ
𝑘} 

Now, 𝐴𝑘𝑋 = 𝐴𝑘(𝑈𝐴𝑈)  

    = (𝐴𝑘𝑈𝐴)𝑈  

    = 𝐴𝑘𝑈  

    = (𝐵𝑘𝑈𝐴)𝑈  

    = 𝐵𝑘(𝑈𝐴𝑈)  

    = 𝐵𝑘𝑋 

Hence 𝐴𝑘𝑋 = 𝐵𝑘𝑋 for some 𝑋 ∈ 𝐴{1𝑟
𝑘}Similarly, 𝑌𝐴𝑘 = 𝑌𝐵𝑘  for some 𝑌 ∈ 𝐴{1ℓ

𝑘}. 

Hence the proof. 

Remark 3.2 

In general, 𝐵  does not have to be k-regular in the concept of k-minus ordering 𝐴 <𝑘
− 𝐵 . The following example 

demonstrates this 

Example 3.2 

In example (3.1), it is observed that 𝐵2 = 𝐵. Therefore, 𝐵 is regular. Hence, 𝐵 need not be a k-regular matrix. 

Lemma 3.2 

For 𝐴, 𝐵 ∈ (𝐼𝐹𝑀)𝑛
− 

(𝑖) If 𝐵 is right k-regular and 𝑅(𝐴𝑘) ⊆ 𝑅(𝐵𝑘) then 𝐴𝑘 = 𝐴𝑘𝑈𝐵 for each right k-g inverse 𝑈 of 𝐵. 

(𝑖𝑖) If 𝐵 is left k-regular and 𝐶(𝐴𝑘) ⊆ 𝐶(𝐵𝑘) then 𝐴𝑘 = 𝐵𝑉𝐴𝑘 for each left k-g inverse 𝑉 of 𝐵. 

Proof: 

(𝑖) Since 𝑅(𝐴𝑘) ⊆ 𝑅(𝐵𝑘), by Lemma (2.4), there exists 𝑍 such that 𝐴𝑘 = 𝑍𝐵𝑘 = 𝑍𝐵𝑘𝑈𝐵 for each 𝑈 ∈ 𝐵{1𝑟
𝑘}  

    = 𝐴𝑘𝑈𝐵 

(𝑖𝑖) Can be proved in the similar manner. 

Theorem 3.1 

For 𝐴, 𝐵 ∈ (𝐼𝐹𝑀)𝑛
−, if 𝐴 <𝑘

− 𝐵 then 𝑅(𝐴𝑘) ⊆ 𝑅(𝐵𝑘), 𝐶(𝐴𝑘) ⊆ 𝐶(𝐵𝑘) and 𝐴𝑘𝑈𝐴 = 𝐴𝑘 = 𝐵𝑉𝐴𝑘  for each 𝑈 ∈ 𝐵{1𝑟
𝑘} 

and for each 𝑉 ∈ 𝐵{1ℓ
𝑘} 

Poof: 

By Lemma (3.1), 

𝐴 <𝑘
− 𝐵 ⇒ 𝐴𝑘 = 𝐴𝑉𝐵𝑘 = 𝐵𝑘𝑈𝐴 

By Lemma (2.5), 𝑅(𝐴𝑘) = 𝑅(𝐴𝑉𝐵𝑘) ⊆ 𝑅(𝐵𝑘) 

𝐶(𝐴) = 𝐶(𝐵𝑘𝑈𝐴) ⊆ 𝐶(𝐵𝑘). 

By Lemma (2.3), it follows that  

𝐴𝑘 = 𝐴𝑘𝑈𝐵 = 𝐵𝑉𝐴𝑘 for each 𝑈 ∈ 𝐵{1𝑟
𝑘} and 𝑉 ∈ 𝐵{1ℓ

𝑘} 

Hence the proof. 

Theorem 3.2 

For 𝐴, 𝐵 ∈ (𝐼𝐹𝑀)𝑛
− the following hold 

(𝑖) 𝐴 <𝑘
− 𝐴 

(𝑖𝑖) 𝐴 <𝑘
− 𝐵and 𝐵 <𝑘

− 𝐴, then 𝐴𝑘 = 𝐵𝑘 

(𝑖𝑖𝑖) 𝐴 <𝑘
− 𝐵 and 𝐵 <𝑘

− 𝐶, then 𝐴 <𝑘
− 𝐶 

Proof: 

(𝑖) 𝐴 <𝑘
− 𝐴 is obvious. 

Hence <𝑘
− is reflexive. 

(𝑖𝑖) From Lemma (3.1), 𝐴 <𝑘
− 𝐵 ⇒ 𝐴𝑘 = 𝐵𝑘𝑈𝐴 for some 𝑈 ∈ 𝐴{1𝑟

𝑘} and 

𝐵 <𝑘
− 𝐴 ⇒ 𝐵𝑘 = 𝐵𝑉𝐴𝑘 for some 𝑉 ∈ 𝐴{1ℓ

𝑘} 

Now, 𝐴𝑘 = 𝐵𝑘𝑈𝐴  

    = (𝐵𝑉𝐴𝑘)𝑈𝐴  

    = 𝐵𝑉(𝐴𝑘𝑈𝐴)  

     = 𝐵𝑉𝐴𝑘  

    = 𝐵𝑘  
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(𝑖𝑖𝑖) From Theorem(3.1), 

𝐴 <𝑘
− 𝐵 ⇒ 𝐴𝑘 = 𝐴𝑘𝐵−𝐵  

    = 𝐵𝐵−𝐴𝑘, 𝐵− ∈ 𝐵{1𝑘} 

From Lemma (3.1) 

𝐵 <𝑘
− 𝐶 ⇒ 𝐵𝑘 = 𝐶𝑘𝐵−𝐵  

    = 𝐵𝐵−𝐶𝑘 for 𝐵− ∈ 𝐴{1𝑘} 

Let 𝑈′ = 𝐵−𝐵𝑋 for 𝐵− ∈ 𝐵{1𝑟
𝑘} and 𝑋 ∈ 𝐴{1𝑟

𝑘} 

Then, 𝐴𝑘𝑈′𝐴 = 𝐴𝑘(𝐵−𝐵𝑋)𝐴  

    = (𝐴𝑘𝐵−𝐵)𝑋𝐴  

    = 𝐴𝑘𝑋𝐴 = 𝐴𝑘 

Therefore 𝑈′ ∈ 𝐴{1𝑟
𝑘} 

Let 𝑉′ = 𝑌𝐵𝐵− for 𝐵− ∈ 𝐵{1𝑟
𝑘} and 𝑌 ∈ 𝐴{1ℓ

𝑘} 

Thus 𝐴𝑉′𝐴𝑘 = 𝐴(𝑌𝐵𝐵−)𝐴𝑘  

    = 𝐴𝑌(𝐵𝐵−𝐴𝑘)  

    = 𝐴𝑌𝐴𝑘 = 𝐴𝑘 

Therefore, 𝑉′ ∈ 𝐴{1ℓ
𝑘} 

𝐴𝑘𝑈′ = 𝐴𝑘(𝐵−𝐵𝑋)  

    = (𝐴𝑘𝐵−𝐵)𝑋  

    = 𝐴𝑘𝑋  

    = 𝐵𝑘𝑋  

    = (𝐶𝑘𝐵−𝐵)𝑋  

    = 𝐶𝑘(𝐵−𝐵𝑋)  

    = 𝐶𝑘𝑈′ for some 𝑈′ ∈ 𝐴{1𝑟
𝑘} 

𝑉′𝐴𝑘 = (𝑌𝐵𝐵−)𝐴𝑘  

    = 𝑌(𝐵𝐵−𝐴𝑘)  

    = 𝑌𝐴𝑘  

    = 𝑌𝐵𝑘   

     = 𝑌(𝐵𝐵−𝐶𝑘)  

    = (𝑌𝐵𝐵−)𝐶𝑘  

    = 𝑉′𝐶𝑘 for some 𝑉′ ∈ 𝐴{1ℓ
𝑘} 

Therefore, 𝐴 <𝑘
− 𝐵 and 𝐵 <𝑘

− 𝐶 ⇒ 𝐴 <𝑘
− 𝐶 

Hence <𝑘
− is transitive. 

Remark 3.3 

In the set of all regular intuitionistic fuzzy matrices, minus ordering is a partial ordering. 

Theorem 3.3 

For 𝐴, 𝐵 ∈ (𝐼𝐹𝑀)𝑛
−, we have the following 

(𝑖) 𝐴 <𝑘
− 𝐵 ⇔ 𝐴𝑇 <𝑘

− 𝐵𝑇  

(𝑖𝑖) 𝐴 <𝑘
− 𝐵 ⇔ 𝑃𝐴𝑃𝑇 <𝑘

− 𝑃𝐵𝑃𝑇  for some permutation matrix 𝑃. 

Proof: 

(𝑖) 𝐴 <𝑘
− 𝐵 ⇔ 𝐴𝑘𝐴− = 𝐵𝑘𝐴− and 𝐴−𝐴𝑘 = 𝐴−𝐵𝑘  for some 𝐴− ∈ 𝐴{1𝑘} 

By Theorem (2.6), 𝐴− ∈ 𝐴{1𝑟
𝑘} ⇔ (𝐴−)𝑇 ∈ 𝐴𝑇{1ℓ

𝑘} 

𝐴𝑘𝐴− = 𝐵𝑘𝐴− ⇔ (𝐴𝑘𝐴−)𝑇 = (𝐵𝑘𝐴−)𝑇  

    ⇔ (𝐴−)𝑇(𝐴𝑘)𝑇 = (𝐴−)𝑇(𝐵𝑘)𝑇  

    ⇔ (𝐴𝑇)−(𝐴𝑇)𝑘 = (𝐴𝑇)−(𝐵𝑇)𝑘 

Similarly, 𝐴−𝐴𝑘 = 𝐴−𝐵𝑘 ⇔ (𝐴𝑇)𝑘(𝐴𝑇)− = (𝐵𝑇)𝑘(𝐴𝑇)− 

Hence 𝐴 <𝑘
− 𝐵 ⇔ 𝐴𝑇 <𝑘

− 𝐵𝑇. 

(𝑖𝑖) 𝑊 = 𝑃𝐴−𝑃𝑇 , 𝐴− ∈ 𝐴{1𝑘} 

(𝑃𝐴𝑃𝑇)𝑘𝑊(𝑃𝐴𝑃𝑇) = (𝑃𝐴𝑘𝑃𝑇)(𝑃𝐴−𝑃𝑇)(𝑃𝐴𝑃𝑇)  

    = 𝑃𝐴𝑘𝐴−𝐴𝑃𝑇   

    = 𝑃𝐴𝑘𝑃𝑇   

     = (𝑃𝐴𝑃𝑇)𝑘 

(𝑃𝐴𝑃𝑇)𝑊(𝑃𝐴𝑃𝑇)𝑘 = (𝑃𝐴𝑃𝑇)(𝑃𝐴−𝑃𝑇)(𝑃𝐴𝑘𝑃𝑇)  

    = 𝑃𝐴𝐴−𝐴𝑘𝑃𝑇   

    = 𝑃𝐴𝑘𝑃𝑇   

     = (𝑃𝐴𝑃𝑇)𝑘 

Hence 𝑊 = 𝑃𝐴−𝑃𝑇 ∈ 𝑃𝐴𝑃𝑇{1𝑘} 
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(𝑃𝐴𝑃𝑇)−(𝑃𝐴𝑃𝑇)𝑘 = 𝑃𝐴−𝑃𝑇𝑃𝐴𝑘𝑃𝑇   

    = 𝑃𝐴−𝐴𝑘𝑃𝑇   

    = 𝑃(𝐴−𝐴𝑘)𝑃𝑇   

    = 𝑃(𝐴−𝐵𝑘)𝑃𝑇   

    = 𝑃𝐴−(𝑃𝑇𝑃)𝐵𝑘𝑃𝑇   

     = (𝑃𝐴𝑃𝑇)−(𝑃𝐵𝑃𝑇)𝑘. 

Similarly, (𝑃𝐴𝑃𝑇)𝑘(𝑃𝐴𝑃𝑇)− = (𝑃𝐵𝑃𝑇)𝑘(𝑃𝐴𝑃𝑇)−. 

Therefore, (𝑃𝐴𝑃𝑇) <𝑘
− (𝑃𝐵𝑃𝑇) 

Conversely, 𝐴 = 𝑃𝑇(𝑃𝐴𝑃𝑇)𝑃 <𝑘
− 𝑃𝑇(𝑃𝐵𝑃𝑇)𝑃 = 𝐵 

Hence the proof. 

Theorem 3.4 

For 𝐴, 𝐵 ∈ (𝐼𝐹𝑀)𝑛
−, if 𝐴 <𝑘

− 𝐵 with 𝐵𝑘 is idempotent, then 𝐴𝑘 is idempotent. 

Proof: 

From Lemma (3.1), 𝐴 <𝑘
− 𝐵 ⇒ 𝐴𝑘 = 𝐴𝑉𝐵𝑘 = 𝐵𝑘𝑈𝐴, 𝑈, 𝑉 ∈ 𝐴{1𝑘} 

 𝐴2𝑘 = 𝐴𝑘𝐴𝑘  

    = (𝐴𝑉𝐵𝑘)(𝐵𝑘𝑈𝐴)  

    = 𝐴𝑉(𝐵2𝑘)𝑈𝐴  

    = 𝐴𝑉𝐵𝑘𝑈𝐴  

    = 𝐴𝑘𝑈𝐴 = 𝐴𝑘 

Hence the proof. 

Remark 3.4 

In the above Theorem, the converse need not be true. That is, if 𝐴 <𝑘
− 𝐵 with 𝐴 is idempotent then 𝐵 need not be 

idempotent. 

This is illustrated in the following. 

Example 3.3 

Let 𝐴 = [
⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.3,0.3⟩], 𝐴2 = [

⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.3,0.3⟩] = 𝐴, 𝐴 is idempotent. 

        𝐵 = [
⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.4,0.5⟩], 𝐵2 = [

⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.3,0.3⟩] ≠ 𝐵. 𝐵 is not idempotent. 

Let 𝑋 = [
⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.3,0.5⟩] 

𝐴2𝑋 = 𝐵2𝑋 = [
⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.3,0.3⟩]. 

For 𝑌 = [
⟨0.6,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.2⟩ ⟨0.3,0.5⟩] Also, 𝑌𝐴2 = 𝑌𝐵2 = [

⟨0.5,0.3⟩ ⟨0.3,0.3⟩
⟨0.3,0.3⟩ ⟨0.3,0.3⟩]. 

Hence 𝐴 <𝑘
− 𝐵. 

Theorem 3.5 

For 𝐴 ∈ (𝐼𝐹𝑀)𝑛
−,𝐵 ∈ (𝐼𝐹𝑀)𝑛 if 𝐴 <𝑘

− 𝐵 and 𝐵𝑘 = 0 then 𝐴𝑘 = 0. 

Proof: 

From Lemma (3.1), 𝐴 <𝑘
− 𝐵 ⇒ 𝐴𝑘 = 𝐴𝑉𝐵𝑘 = 0 and 𝐴𝑘 = 𝐵𝑘𝑈𝐴 = 0 for some 𝑈, 𝑉 ∈ 𝐴{1𝑘} 

Theorem 3.6 

For 𝐴 ∈ (𝐼𝐹𝑀)𝑛
− and 𝐵 ∈ (𝐼𝐹𝑀)𝑛, then we have 

(𝑖) 𝑅(𝐵) ⊆ 𝑅(𝐴𝑘) ⇒ 𝐶(𝐵𝑇) ⊆ 𝐶(𝐴𝑇) 

(𝑖𝑖) 𝐶(𝐵) ⊆ 𝐶(𝐴𝑘) ⇒ 𝑅(𝐵𝑇) ⊆ 𝑅(𝐴𝑇) 

Proof: 

(𝑖) By Lemma (2.3), 

𝐴 is right k-regular and 𝑅(𝐵) ⊆ 𝑅(𝐴𝑘), then 𝐵 = 𝐵𝑈𝐴 for each right k-g inverse 𝑈 of 𝐴. 

𝐵 = 𝐵𝑈𝐴 ⇒ 𝐵𝑇 = (𝐵𝑈𝐴)𝑇  

         = 𝐴𝑇𝑈𝑇𝐵𝑇  

By Lemma (2.4), 𝐶((𝐵𝑇) ⊆ 𝐶(𝐴𝑇) 

(𝑖𝑖) By Lemma (2.3), 

𝐴 is left k-regular and 𝐶(𝐵) ⊆ 𝐶(𝐴𝑘), then 𝐵 = 𝐴𝑉𝐵 for each left k-g inverse 𝑉 of 𝐴. 

𝐵 = 𝐴𝑉𝐵 ⇒ 𝐵𝑇 = (𝐴𝑉𝐵)𝑇  
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         = 𝐵𝑇𝑉𝑇𝐴𝑇 

By Lemma (2.4), 𝑅(𝐵𝑇) ⊆ 𝑅(𝐴𝑇) 

 

 4. Conclusion  

 

This article provides the way to identify a special type of ordering which is called k-minus ordering for k-regular IFMs. As 

minus ordering has close relationship with g-inverse, it has some special role in fuzzy relational equations. Thus the study 

of k-minus ordering on intuitionistic fuzzy matrices has some future. 
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