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Abstract 

DDoS attack is a type of network security threat that aims to flood target networks with harmful traffic. Despite the fact 

that several statistical methods have been designed for DDoS attack detection, creating an offline or real-time detector 

with low cost is still one of the main concerns. The aim of this research using (ML) techniques is to categorize data traffic 

as either normal or malicious. This paper handles a general “PortScan attack CICDDOS2019 Data set” there are 79 

attributes in total, and more than 200 thousand records, this dataset contains the normal and attack traffics. This study 

implements boruta, forward and backward, and variable significance algorithms using the RStudio tool to detect the most 

relevant attributes through selection feature and perform classification effectively. After the preprocessing and feature 

selection phases, the obtained dataset was classified by Random Forest (RF), Naïve Bayes (NB), and Support Vector 

Machine (SVM) algorithms. The experimental results show that (RF) with forward and backward has a higher rate of 

accuracy than other algorithms 100%, Precision 0.99993, Recall 100%, F1-Measure 0.99994, Specificity 0.9999 with 

classification achievement. 
 

1- Introduction 
 

In almost every scientific discipline, the concept of dataset spreads, as data is the basis for research activities. Although 

the term dataset is frequently used in papers, reports, and articles, no precise definition for it [1]. Some datasets contain a 

large number of features, some of which are irrelevant. A feature selection approach is used to address this problem. 

The most proper features can be chosen by applying feature selection algorithms. These algorithms can refine the 

prediction outcomes. Yet, the feature selection algorithms are best to extract the pertinent features and shun redundancy. 

So, it is favorable to use feature selection algorithms to shun the loss of significant data [2]. 

DoS attacks consume the target system's computing resources and network bandwidth by flooding it with malicious 

traffic, preventing it from providing regular services to rightful users. On a bigger scale, DDoS goes even further. DDoS 

attacks seize control of a large number of vulnerable systems [3]. Such as PortScan is the Internet hostile attack through 

open (ports) through which hackers gain access to computers [4], as illustrated in Figure 1. 

mailto:zainabaziz889@gmail.com
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Figure (1): DDoS Attack with Portscan 
 

2- Related Work 
 

In this study [5], here, four datasets were used (ISCXIDS2012, KDDCUP99, CICIDS2017, and CICDDOS2019). The 

normalization procedure pre-processes the input data. Then, Use the features selected to minimize the dimensions. The 

dataset is categorized by a Support value-based graph. Finally, the data is categorized into a normal classification or 

intrusion. The results show that the classification used is superior to (NB), (SVM), and (RF) classifiers. The performance 

measures that were used are Accuracy, Precision, Sensitivity, Recall, Specificity, FPR, F1-measure, Kappa, FNR, and 

Rank sum measure. 

In [6], a logistic regression classifier was applied to the two datasets. The first dataset consisted of a Portmap attack where 

binomial logistic regression was used and the second dataset consisted of LDAP and NetBIOS variant of a DDoS attack 

where polynomial logistic regression method was used to classify these two variables with normal data. Feature selection 

was performed on the dataset, correlation test was performed for each feature with the detection label to check the 

relevance. Portmap attack detection accuracy of 99.91% with an f1 score of 0.9913 while LDAP and NetBIOS attack 

detection accuracy of 99.94% with an f1 score of 0.9847. 

In [7], Stacking-based, bagging-based, and boosting-based ensemble learning techniques are used at work. The 

CICDDoS2019 benchmark was chosen for the examination. Preprocessing data entails a number of stages. Two feature 

selection procedures are utilized to determine the most significant features: tree-based and Pearson's correlation 

coefficient. Performance is measured by the likelihood of detection, the likelihood of a false alarm, the likelihood of miss 

detection, and accuracy. According to the findings, ensemble learning stacking-based techniques outperform the other 

algorithms on all four assessment metrics. 

In [8], two situations were used: in the first, IP flows were collected from SDN Floodlight controllers using Mininet 

emulation. The CICDDoS2019 dataset was used in the second scenario. The performance of the system is compared to 

that of other methods for detecting a DDoS attack and a Portscan attack in the first scenario. The methods used for 

classification in DL are LSTM_FUZZY and compared with ML methods are KNN, SVM, MLP, POS-DS and the DL 

method is LSTM-2. The performance measures used are: False-Positive rate, Recall, and Precision, the best result in 

LSTM_FUZZY, Recall 99.87, and Precision 99.74 

In [9], the CICIDS2017 dataset was used, the proposed technique shows the detection of portscan attempts using deep 

learning and (SVM) algorithms, and the performance measures that were used are Recall, F1-score, Precision, and 

Accuracy, where the results showed the deep learning algorithm, it achieved better results with an accuracy of 97.80%. 
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In [10], KDD 99 dataset was used, the suggested technique covers categorization of portscan attacks using the SVM 

algorithm, the Consistency Subset Evaluation algorithm, and the Best First search method were used to reduce features, 

with performance metrics of Acc, TPR, FPR, Pr, Rc, and computation time, and a rating accuracy of 99.9185%. 

3- Proposed Methodology 

 

When using the CICDDoS2019 dataset, it was found that it was not preprocessed, so the data was processed by removing 

irrelevant attributes to facilitate work performance, and the number of features was reduced using feature selection to 

reduce performance time and obtain better results. Figure 2 shows the steps of the methodology used in this research: 

 

 
Figure (2): PortScan attack detection framework 

 

4- Data and Methodology 

4-1 CICDDoS2019 Dataset 

CICDDoS2019 uses CICflowmeter-V3 with flows labeled based on the destination and source IPs, time stamp, protocols, 

destination, source ports, and attack, to include outcome analysis of network traffic, containing the most recent popular 

DDoS attacks. The attacks in this dataset include 12 attacks on the training day DNS, NTP, SSDP, MSSQL, LDAP, 

SNMP, NetBIOS, UDP-Lag, UDP, WebDDoS, TFTP, SYN, and 7 attacks during the day of the test, including LDAP, 

UDP, PortScan, NetBIOS, MSSQL, SYN, and UDP-Lag. (Dataset is publicly available at 

https://www.unb.ca/cic/datasets/ddos-2019.html). Over 80 traffic features were retrieved from raw data using the 

CICflowmeter-V3 and saved as a CSV file per machine. The capturing period for the training day on 2019 January 12th, 

which began at 10:30 a.m. and concluded at 17:15 p.m., and the testing day on 2019 March 11th, which began at 09:40 

http://www.unb.ca/cic/datasets/ddos-2019.html)
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a.m. and ended at 17:35 p.m. [11]. In the current work, the dataset is the PortScan traffic described in Table 1. The used 

dataset from CICDDOS2019 contains 79 features. The definition of extracted features is available in Table 2. 

Table (1): the details of the Portscan Dataset 
 

Table (2): the explanation names of features in the CICDDOS2019 Dataset 

 

 

4-2 Data Preprocessing 
 

Preprocessing is a procedure for transforming raw data into usable information. The data is cleaned to remove any poor 

data, filter out any inaccurate data, and reduce unnecessary data specifics [12]. By applying preprocessing to the source 

datasets, the first step transforms raw data into a format appropriate for analysis [13]. 

Dataset Name CICDDoS2019 

CSV File Used Friday-WorkingHours-Afternoon-PortScan 

Year Of Release 2019 

Total Number Of Instances 286468 

Number Of Attributes Used in This Paper 79 

Number Of Class 2 class (Bening & PortScan) 
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4-2-1 convert missing and infinite values 
 

The CICDDOS2019 dataset contains 79 attributes, this data contains anomalies, which will be replaced by different 

values, such as missing values that can be replaced with their lowest attribute values and infinite values with their highest 

attribute values that can be resolved. In the PortScan dataset, for example, 'FlowBytes' has outliers like 'Infinity' and 

'NaN', but 'Flowpackets' only have outliers like 'Infinity' [14]. 

4-2-2 Remove Zero-Adjectives 
 

An attribute with a value of zero for all records is known as a zero- adjective. When the dataset attribute's minimum and 

maximum values are both zero, it is termed a zero- adjectives type. The examination of the CICDDOS2019 dataset 

revealed that it has 10 zero- adjectives with the same value for all entries, as shown in the suggested work, These attributes 

are: (32Bwd PSH Flags, 33Fwd URG Flags, 34Bwd URG Flags, 50CWE Flag Count, 57Fwd Avg Bytes/Bulk, 58Fwd 

Avg Packets/Bulk, 59Fwd Avg Bulk Rate, 60Bwd Avg Bytes/Bulk, 61Bwd Avg Packets/Bulk, 62Bwd Avg Bulk Rate). 

As a result, deleting the zero- adjectives is improving the model's accuracy [15]. 

4-2-3 Labeled Data Encoding 
 

Finally, CICDDOS2019 contains nominal attributes. Data labels are replaced from nominal attributes with numerical 

values, because of the impossibility to train machine learning models with nominal data before any process [16]. We 

trained the model to classify input traffic into two categories ("Benign" and "PortScan"), with the benign 0 and PortScan 

1 labels encoding the nominal value. 

4-3 Feature Selection Methods 
 

In a huge data set, feature selection is critical in detecting unnecessary and redundant features. It is a widely used 

preprocessing procedure for huge amounts of data [17]. The main area of knowledge discovery, pattern recognition, and 

statistical science is feature selection. The point of feature selection is to get rid of non-essential inputs. In addition, the 

accuracy of the classification algorithms depends on the use of appropriate feature selection algorithms to reduce the 

dimensions of the dataset [18]. There are three basic ways to feature selection, such as filtering, wrapping, and embedding 

methods. This work uses the wrapper method. 

4-4-1 Boruta Algorithm 
 

Boruta is a new selection feature technique implemented as an R package is a feature selection wrapper algorithm that 

takes into account all relevant features. By comparing the importance of original attributes to the importance that is 

achieved at random, the relevant features are determined [19]. 

4-4-2 Forward and Backward Algorithm 
 

The searching procedure begins with a blank set of features in forward selection. Following that, a subset will be generated 

by adding one feature at a time to each stage. To select which feature should be added to the collection, all features are 

ordered according to a predetermined criterion, and the best option is picked. Backward selection begins with a collection 

containing all feasible features, which are then rejected one by one in subsequent phases of the search. Of course, this 

feature is no longer available from the feature set. Both elementary procedures are utilized alternatively in a mix of 

forward and backward selection. [20]. 

4-4-4 Variable Importance Algorithm 
 

The variable importance value can be used to identify significant features. This allows the method to decrease a dataset's 

processing computational overheads while also improving detection rates [21]. 

4-4 Classification Methods 
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Dataset Classification by the model of machine learning is one of the main methods used for discovering each item of the 

dataset’s known classes [22]. Some classification algorithms are tested on the CICDDOS2019 dataset, in the current 

paper. To verify the capability and the accuracy of these algorithms in the analysis of the dataset. Three classification 

algorithms are performed for attaining the purpose of current research: (SVM), (RF), and (NB). A description of 

algorithms will be given in the following. 

4-4-1 Random Forest Classifier (RF) 
 

Random forest classifier (RF) provides an algorithm missing value estimation, as well as the ability to do many sorts of 

data analysis, classification, and unsupervised learning. And it is robust to training data reduction and noise [23]. An (RF) 

is a community classifier that uses a subset of variables to construct a multi-decision tree [24]. 

4-4-2 Naive Bayes classifier (NB) 
 

A naive Bayes classifier (NB) is a simple and very effective probabilistic classification method. The naive Bayes classifier 

is based on the premise of strong independence [25]. Naïve Bayes is used because of its simplicity and good performance 

in classification, and it is one of the popular classes in terms of accuracy and computational efficiency [26]. 

4-4-3 Support Vector Machines classifier (SVM) 
 

(SVM) is a learning supervised model which used to distinguish two classes that are based on statistical learning theory. 

SVM solves problems related to classification, learning, and prediction [27]. For classification, SVM's core strategy is to 

identify the hyper-plane that offers the best separation between the two classes. Typically, in SVM, a set of data called 

the training dataset is used to develop the hyper-plane, and the generalizing capacity of the developed hyper-plane is 

confirmed using an independent subset termed the testing dataset [28]. 

4-5 Performance Metric 
 

The term performance metrics refers to a collection of metrics based on the confusion matrix and are used to evaluate the 

performance of different combinations of machine learning and a dataset's features [29]. The confusion matrix's 

dimensions are 2*2 where the main diagonal indicates correct predictions and the secondary diameter indicates incorrect 

predictions, table 3 shows the following: 

Table (3): confusion matrix 
 

 

Predicted 

Actual 

Normal Attack 

Normal True Negative (TN) False Positive (FP) 

Attack False Negative (FN) True Positive (TP) 

 

Table 3 contain [30]: 
 

True Positive (TP): this worth demonstrates that the attack packets were correctly classified as attacks. 

True Negative (TN): this worth indicates that the normal packets were correctly classified as normal. 

False Negative (FN): this worth indicates that the attack packet was incorrectly classified as normal. 

False Positive (FP): this worth indicates that a normal packet was incorrectly classified as an attack. 
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Among the performance metrics that were used in this study are: Accuracy (ACC), Precision (PR) or Positive Predictive 

Value, Recall (Rc) or Sensitivity, F1-Measure (F1), Specificity (Sp). Each metric will be explained. 

Accuracy (ACC) [31]: is the most widely used metric for assessing performance a classifier’s accuracy. Is what it's called 

the percentage of correct classifications, which are defined as equation (1): 

Accuracy (ACC) = 
𝑇𝑃+𝑇𝑁

 
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

 
(1) 

Precision (PR) [32]: the relationship between true positive predicted values and complete positive predicted values, which 

is described as an equation is displayed (2): 

Precision (PR) =  
𝑇𝑃

 
𝑇𝑃+𝐹𝑃 

 
(2) 

Recall (Rc) [32]: It's the proportion between true positive prediction values to the total of predicted true positive and 

predicted false negative values, which is described by equation (3): 

Recall (Rc) = 
𝑇𝑃

 
𝑇𝑃+𝐹𝑁 

 
(3) 

F1-Measure (F1) [32]: is an overall measure of the model’s accuracy that combines precision and recall, which are defined 

as equation (4): 

F1-Measure (F1) = 
2(𝑃𝑅∗𝑅𝐶)

 
𝑃𝑅+𝑅𝐶 

 
(4) 

Specificity (Sp) [33]: the Sp measures the proportion of negative patterns being correctly recognized as being negative, 

which are defined as equation (5): 

 

 
 

5- Results and Discussion 

Specificity (Sp) =  
𝑇𝑁

 
𝑇𝑁+𝐹𝑃 

 
(5) 

 

After analyzing the outputs, this section discusses the stages of implementing the proposed work in addition to the 

experimental results. The dataset was classified using machine learning methods after the process of preprocessing and 

feature selection. The tested PortScan dataset CICDDOS2019 contains 79 features, after pre-processing them and 

removing redundant and irrelevant features, it became 68 of (79) features. After that, it moves to the next processing 

stage, which is the selection of the feature. 

The following tables (4, 5, 6, and 7) show the results of performance metrics using three feature selection algorithms with 

three classification algorithms. The use of feature selection algorithms aims to make the number of attributes smaller and 

create a subset of important attributes. Where the Boruta algorithm minimizes the number of features to 56 features, the 

Forward and Backward algorithm reduces the number of features to 59 features, and the Variable Importance algorithm 

reduces the number of features to 11 features. After that, the used classification algorithms are implemented. 

Table (4): the results of the Random Forest algorithm with three feature selection algorithms 
 

Random Forest 

 ACC PR RC F1 SP 

Boruta 1 0.99991 1 0.99994 0.9999 

Forward and Backward 1 0.99993 1 0.99994 0.9999 

Variable Importance 0.9982 0.99674 0.99993 0.99829 0.9967 
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Table (4) and figure (3), show the use of the Random Forest (RF) classification algorithm with the three feature selection 

algorithms: Boruta, Forward and Backward, and Variable Importance. The best values of performance metrics derived 

from the (RF) with (FwBw), which gave Accuracy (1), Precision (0.99993), Re-call (1), F1-measure (0.99994), and 

Specificity (0.9999). 
 

 

Figure (3): represents all performance metrics with a Random Forest classifier. 
 

Table (5): the results of the Naïve Bayes algorithm with three feature selection algorithms 
 

Naïve Bayes 

 ACC PR RC F1 SP 

Boruta 0.9837 0.99488 0.97628 0.98541 0.9949 

Forward and Backward 0.954 0.99916 0.92419 0.96013 0.9992 

Variable Importance 0.9352 0.9992 0.89614 0.94484 0.9992 

 

Table (5) and figure(4), illustrate the best performance metrics values obtained from the Naive Bayes classifier appeared 

with Boruta, which gave Accuracy (0.9837), Precision (0.99488), Re-call (0.97628), F1-measure (0.98541), and 

Specificity (0.9949). 
 

Figure (4): represents all performance metrics with a Naïve Bayes classifier. 
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Table (6): the results of the Support Vector Machine algorithm with three feature selection algorithms 
 

Support Vector Machine 

 ACC PR RC F1 SP 

Boruta 0.8862 0.7953 1 0.88598 0.7953 

Forward and Backward 0.8869 0.79656 1 0.88672 0.7966 

Variable Importance 0.9962 0.99325 0.99987 0.99648 0.9933 

 

Table (6)and figure(5), illustrate the best performance metrics values obtained from the Support Vector Machine classifier 

appeared with Variable Importance, which was given Accuracy (0.9962), Precision (0.99325), Re-call (0.99987), F1- 

measure (0.99648), and Specificity (0.9933). 
 

 

Figure (5): represents all performance metrics with a Support Vector Machine classifier 
 

Table (7): The results of the Best work for each algorithm 
 

Best work for each algorithm 

 ACC PR RC F1 SP 

Random forest / FwBw 1 0.99993 1 0.99994 0.9999 

Naïve Bayes /Boruta 0.9837 0.99488 0.97628 0.98541 0.9949 

Support Vectpr Machine /Var- 

Imp 

0.9962 0.99325 0.99987 0.99648 0.9933 

 

Table (7) and figure (6), show the results of the three classification algorithms are compared. It was found that the best 

performance was done using Random Forest with Forward and Backward, all the results of performance metrics were 

higher than the other algorithms used. 
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Figure (6): represents all performance metrics with the best work for each algorithm 
 

In short, the forward and backward performance has been considered the best feature selection model, because all features 

are sorted and the best ones are chosen based on certain criteria. As for Random Forest, it enhances classification accuracy 

for multi-category classification tasks, Random Forest was deemed the best model. 

6- The Comparison between this study and related work 
 

Compared with the related works, this study was characterized by using three classification algorithms with three feature 

selection algorithms. Using the RF classification algorithm with the feature selection algorithm FwBw, which achieved 

the highest accuracy of 100%, Precision 0.99993, Recall 1, F1-Measure 0.99994, and Specificity 0.9999. Therefore, the 

proposed model in this study is highly efficient. 

Table (8): The difference between related works 
 

Related 

works 

reference 

No. 

 
Dataset 

 
Purpose 

Feature 

selection 

methods 

 
Classification 

algorithms 

 
Performance 

measures 

 
Description the 

result 

 
5 

ISCXIDS2012, 

KDDCUP99, 

CICIDS2017, 

and 

CICDDOS2019 

 
Intrusion detection 

and classification 

 
Krill Herd 

optimization 

Support value- 

based graph, 

SVM, NB, and 

RF 

ACC, Se, Sp, 

Pr, Rc, F1, 

FPR, FNR, 

Kap, and Rank 

sum 

High ACC for 

CICDDOS 

2019 equals 

99.6% Pr and 

Rc 99.2% 

 

 

 

 

 
6 

 

 
CICDDoS2019 

The first dataset 

is the Portmap 

attack. 

The second 

dataset is LDAP 

and NetBIOS 

attack 

 

 

 

 
Detecting DDoS 

Attacks 

 

 

 

 
correlation 

test 

 

 
binomial 

logistic 

regression, 

polynomial 

logistic 

regression 

 

 

 

 
Acc, Pr, Rc, 

and F1 

The ACC in 

Portmap dataset 

is 99.91% and 

the F1 is 0.9913 

The ACC in 

LDAP and 

NetBIOS 

dataset is 

99.94% and the 

F1 is 0.9847 

 

 
7 

 

 
CICDDoS2019 

 
For intrusion 

detection in smart 

grid 

tree-based 

and Pearson's 

correlation 

coefficient 

stacking- 

based, 

bagging-based, 

 
 

TPR, FNR, 

FPR, and ACC 

 
High ACC in 

the stacking- 
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    and boosting- 

based 

 based equals 

93.4% 

 
8 

 
IP flows in SDN 

network 

detection of 

portscan and DDoS 

attack 

 
-- 

LSTM_FUZZ 

Y, KNN, 

SVM, MLP, 

POS-DS, and 

LSTM-2 

 
Rc, Pr, and 

FPR 

High Rc in the 

LSTM_FUZZY 

equals 99.87, 

and the Pr is 

99.74 

 

 
9 

 

 
CICIDS2017 

 
detection of 

portscan attempts 

 

 
-- 

 
Deep learning 

and SVM 

 

 
Acc, Pr, Rc, 

and F1 

High ACC in 

deep learning 

equals 97.80%, 

Pr, Rc, and F1 

is 0.99 

 

 

 
10 

 

 

 
KDD99 

 

 
Classification of 

Portscan Attacks 

Consistency 

Subset 

Evaluation 

algorithm and 

Best First 

search 

method 

 

 

 
SVM 

 

 
Acc, TPR, 

FPR, Pr, and 

Rc 

 

 
High ACC 

equals 99.91% 

 
 

7- Conclusion 
 

Briefly, in the present paper, the CICDDOS2019 dataset has been processed, by reducing the number of features using 

feature selection algorithms and applying some appropriate classifiers. Each algorithm identifies certain features to 

determine the minimum number of features, generates precise outcomes based on performance metrics, and considers 

the best results for analyzing the dataset. The best results achieved in this study were when the feature selection 

algorithm is being used (FwBw) with (RF), which gave an ACC of 100%, PR 0.99993, RC 1, F1 0.99994, SP 0.9999. 
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