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ConceptNet is a popular knowledge graph built using crowd sourcing. To construct a knowledge graph from plain text 

relationship identification between words is a critical task. Downstream tasks like finding similarity is sensitive to these 

relationships. From PubMed abstracts, words are extracted and stop words removed. Using Glove (word vector) 

“Nearest neighbor” words are identified as candidate words to this root PubMed word. Relationship between these 

words is identified via numberbatch vectors of ConceptNet. Similarity for each word pair is calculated. Bayesian 

Random Effects Model (REM) is used to study this relationship strata. Analysis shows that there is heterogeneity 

among the relationships. 

Core business problem 

Introduction 

Relationship extraction is critical in Natural Language Processing (NLP) when the objective is to construct knowledge 

graphs. There is considerable research on automated extraction from unstructured text into knowledge graph. 

ConceptNet  is a commonsense knowledge base, composed mainly from the Open Mind Project from Media 

Laboratory, Massachusetts Institute of Technology. It contains 1.6 million edges connecting more than 300 000 nodes. 

Combining Word2vec , GloVe , PPDB , and ConceptNet, using retrofitting and Linked Open Data, a space of 

multilingual term embeddings called ConceptNet Numberbatch has been created. ConceptNet Numberbatch is a set of 

semantic vectors: it associates words and phrases in a variety of languages with lists of 600 numbers, representing the 

gist of what they mean. Using this we identify similarity of root word and candidate word. To truly understand concepts 

that appear in natural language text, it is important to recognize the informal relations between these concepts that are 

part of everyday knowledge, which are often under-represented in other lexical resources, which is the reason 

ConceptNet was selected for this study. Active research is being done on the application   of various similarity metrics. 

Cosine similarity is used for identification of similarity in this research. 

SUMPUBMED is a dataset for abstractive summarization over scientific article. From this corpus, stop words were 

removed and unique words identified. These unique words are taken as seed words. Word2Vec, Glove and FastText is 

used to identity "nearest" word, which is taken as candidate word. This study has been motivated by the need to 

understand the similarity and differences in relationship quality extracted from ConceptNet for a pair of words. 

Quality of relationships are most critical in Natural Language Processing (NLP) tasks. There is considerable research   

on automated relation extraction from unstructured text into knowledge graph. The quality of relationship is not taken 

into account which establishing this relationship. Similarity can be used as a quality metric to find out if a pair of words 

are "related" or not. Using retrofitting  and Linked Open Data, ConceptNet team has created ConceptNet Numerbatch 

which is a multilingual term embeddings. ConceptNet Numberbatch is a set of semantic vectors: it associates words and 

phrases in a variety of languages with lists of 600 numbers, representing the gist of what they mean. Using this we 

identify similarity of root word and candidate word. Cosine similarity is used for identification of similarity in this 

research. 

To analyze this a Bayesian Random Effects Model (REM) is used. This is a popular modeling technique used in clinical 

trials analysis among other areas. The concern is explaining and not prediction, which the domain of REM - core idea 

being synthesis of multiple studies. Results show that the quality of relationship varies considerably when compared 

with Glove and there is considerable heterogeneity within the relationships. 
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The paper is organized as follows: details of the data set have been presented in Section 3. Core ideas for the new 

statistical model are outlined in Section 4. Section 5 details the process of data preparation. Analysis of the data with 

results are discussed Section 6. Section 7 provides the concluding remark and scope for future research. 

Data 

The focus of this paper is well supported by the freely available pre-trained Word Vector Glove . They can be 

downloaded and experiments can be done in local or cloud environment. ConceptNet is a freely-available semantic 

network, designed to help computers understand the meanings of words that people use. It is available1 for use as API 

as well as local setup. This paper uses ConceptNet 5. The SUMPUBMED is a dataset is a standard benchmark data for 

summarization tasks  openly available from Github2. 

Given two words, the ConceptNet Similarity score (CNS) can be found. These are numeric values in the range of 0 to 1. 

A criteria of 0.5 as a cutoff is applied and convert this into binary measure. This criterion is mainly related to the 

planned random effects model for dichotomized data that are further stratified by a variable. 

The required format for the proposed analysis is a two-fold contingency table that classifies two dichotomous variables 

(Table 1). In this case, two levels of 𝑋1 are ConceptNet similarity (CNS) (>= 0.5) or ConceptNet similarity (CNS) (<

0.5) for the 40 relationship types identified by ConceptNet with regard to a word pair and that of 𝑋2 are Glove (WV) (>

= 0.5) and Glove (WV)(< 0.5) for the pair of words. Each cell count is the number of words that accounts for the 

respective combination of 𝑋1 and 𝑋2. The stratifying variables are the different relationship types. The format of 

transformed (numeric to count) data is illustrated in Table [tab:MA-data] for the ConceptNet relationships in scope. 

Data format for ConceptNet similarity (CNS) < 0.5)/ConceptNet similarity (CNS) >= 0.5) counts of root word with 

candidate words 

 ConceptNet relations 

𝑋1/𝑋2 CNS >= 0.5 CNS< 0.5 

Glove (WV) >= 0.5 𝑛1 𝑛2 

Glove (WV) < 0.5 𝑛3 𝑛4 

   

Relationship 𝑛1 𝑛2 𝑛3 𝑛4 

Antonym 721 541 178 498 

AtLocation 313 272 79 324 

CapableOf 23 35 4 32 

Causes 32 50 15 32 

CausesDesire 5 12 2 8 

CreatedBy 18 24 2 6 

DefinedAs 3 1 0 0 

DerivedFrom 3897 143 3904 508 

Desires 4 8 0 5 

DistinctFrom 295 280 26 178 

EtymologicallyDerivedFrom 13 11 8 13 

                                                        

1 https://Conceptnet.io 

2 https://github.com/vgupta123/sumpubmed 
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EtymologicallyRelatedTo 351 53 138 141 

FormOf 8180 53 1487 144 

HasA 61 41 28 28 

HasContext 317 178 216 223 

HasFirstSubevent 1 4 0 10 

HasLastSubevent 3 9 2 7 

HasPrerequisite 50 42 5 47 

HasProperty 47 74 15 44 

HasSubevent 21 38 11 37 

IsA 2930 1025 1193 1423 

LocatedNear 4 4 0 3 

MadeOf 25 23 4 18 

MannerOf 194 169 137 314 

MotivatedByGoal 10 19 2 8 

PartOf 476 173 94 166 

ReceivesAction 22 38 3 28 

SimilarTo 819 136 424 280 

Synonym 3830 570 1854 1238 

UsedFor 214 202 46 158 

Two step method 

Bayesian Random Effects Model (REM), also called variance components model is used to study the variability within 

strata. REM is applied when there are multiple strata being analyzed and they are assumed to be drawn from a hierarchy 

of different populations whose differences relate to that hierarchy. Fixed Effects Model (FEM) is not the right choice to 

summarize the results for this type of data, since there is inherent variability within each of the strata. In NLP it is 

important to understand the sources of variability, within-strata and between strata when making inferences about the 

population. 

In the Normal–Normal Hierarchical Model (NNHM) of REM, there are 2 parts - a sampling and a parameter model. 

The sampling model assumes approximately normally distributed estimates 𝑌1, … , 𝑌𝑘 for the trial-specific parameters 

𝜃1, … , 𝜃𝑘 

𝑌𝑗 ∣ 𝜃𝑗 ∼ 𝑁(𝜃𝑗 , 𝜎𝑗
2), 𝑗 = 1, . . . . , 𝑘 

The similarity model assumes the parameters as random effects 

𝜃𝑗 ∣ 𝜇 ∼ 𝑁(𝜇, 𝜏2), 𝑗 = 1, . . . . , 𝑘 

The variance component for between-strata variability, 𝜃𝑗 = 𝜇 + 𝜖𝑗, with 𝜖𝑗 ∼ 𝑁(𝜃, 𝜏2). The between-strata standard 

deviation 𝜏 determines the degree of similarity across parameters. For the mean parameter 𝜇 inference can be simplified 

by considering only the marginal model given by 

𝑌𝑗 ∣ 𝜇, 𝜏 ∼ 𝑁(𝜇, 𝜎𝑗
2 + 𝜏2), 𝑗 = 1, . . . . , 𝑘 

Suitable prior will be used to estimate 𝜇 and 𝜏2 In our study 𝑌𝑗 is the observed OR for each table. The corresponding 

within variance as shown in equation (3). Usually delta method is applied to calculate Asymptotic Standard Error ASE. 

The choice of the OR is encouraged due to its property. The ASE in delta method the ASE is independent of the design 

in OR as can be seen below. 
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The delta method calculation give you ASE. In the Binomial case, Assuming two row totals are fixed, 𝑛1 ∼ 𝐵𝑖𝑛(𝑟1, 𝑝1) 

and 𝑛2 ∼ 𝐵𝑖𝑛(𝑟2, 𝑝2) where 𝑛1, 𝑛2 are cell counts, 𝑟1, 𝑟2 are row totals and 𝑝1, 𝑝2 are the respective parameters. Then we 

have 𝑓(𝑝1, 𝑝2) = ln(𝑝1) + ln(1 − 𝑝2). Further, 

∇𝑓 = (
1
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) 
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The Asymptotic Standard Error (ASE) is thus given by 

𝐴𝑆𝐸(𝜙̂) = 𝐴𝑆𝐸(𝑙𝑛𝑂𝑅̂) = √
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When we consider the multinomial case, assuming cell counts 𝑛; 𝑛1,  𝑛2 𝑛3,  𝑛4 with respective parameters 

𝑝1,  𝑝2,  𝑝3, 𝑝4 ∑𝑝𝑖 = 1 ;  𝑛 =  ∑𝑛𝑖. The log of odds ratio can be expressed as, logOR = log(𝑛1) + log(𝑛4) − log(𝑛2) −

log(𝑛3). Also, 𝑓(𝜃) = log(𝑝1) + log(𝑝4) − log(𝑝2) − log(𝑝3). Now, 
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Here also ∇𝑓∑(∇𝑓)𝑇 simplifies to 
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As can be seen above for odds ratio, there is no difference between binomial or multinomial design. 

Authors have compared different approaches to compute standard error  where bootstrap and delta methods have been 

well discussed. Bootstrap has been evaluated for Deep Learning  and performance of bootstrap in terms of computation 

cost has been the main concern. Most software solutions R (metafor, meta, bayesmeta), Strata implement the asymptotic 

method only. Efron  published bootstrap method, which is widely used extensively to estimate standard errors and 

confidence intervals in NLP . Attempt is made here to use bootstrap to directly calculate 𝑌𝑖 and the variance instead of 

the asymptotic method. 

The statistical inference aims to provide following summaries to understand the association between the variables in the 

individual and overall levels together with the amount of heterogeneity. 

1. Point estimate and confidence interval for the true 𝜃𝑖 

2. Point and interval estimates of 𝜇 to understand the presence or absence of an overall effect and its statistical 

significance. 

3. Estimates of variability measures indicating the variation between strata. 

Data pre-processing 

SUMPUBMED is a dataset for abstractive summarization over scientific article. PubMed comprises of more than 26 

million citations for biomedical literature from MEDLINE, life science journals, and online books. Citations may 

include links to full-text content from PubMed Central and publisher web sites. SUMPUBMED was created by 

downloading around 33,772 documents identified as BMC literature. BMC (BIO MED CENTRAL) literature 

incorporates BMC health services research papers related to medicine, pharmacy, nursing, dentistry, health care, and so 

on. After downloading this dataset, stop words are removed as part of pre-processing. Our interest is to find relationship 

for meaningful words and not stop words. 

To get close vectors for these root words in the corpus - The technique of nearest neighbors is used. For each root work, 

using nearest neighbors 100 candidate words from Word Vectors (WV) Word2Vec, Glove and FastText are identified. 

WV can take a seed word and "nearest neighbors" 100 words can be identified using simple distance metric and this is 

used as candidate words, after removing duplicates. The scope of investigation is the similarity of these words to the 

root word in WV compared with ConceptNet similarity. The size of the word pairs is 93196 at this stage of analysis. 

ConceptNet has 33 relationships3. In this dataset only 30 relationships exists. The 3 relationships - ExternalURL, 

ObstructedBy and SymbolOf does not exist in this dataset. Using Python package, the relationships between the root 

word and the candidate word is identified. Then a simple count of each of the relationship type is made to get overall 

totals for each relationship. If there is no relationship, these are dropped from the analysis. 

For each word pair (root word and candidate word) cosine similarity is calculated using ConceptNet numberbatch. This 

metric data (WV similarity and CNS) is then converted into binary data by having 0.5 as cutoff. This allows us to do 

count modeling on the data to study the random effects. After transformation into binary, a simple count for arriving at 

the 2x2 tables for each ConceptNet relationship as shown in Table [tab:MA-data]. 

It can be seen from the Table [tab:MA-data] that there are many cells with zero values (for example, HasFirstSubevent 

has 0 in 𝑛3. Odds ratio cannot be directly computed for such tables. Researchers have strongly argued that zero counts 

should not be dropped. Since this is sampling zero as opposed to structural zero, 1 is added as pseudo-count when there 

are zeros in the table. 

                                                        

3 https://github.com/commonsense/ConceptNet5/wiki/Relations 
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Analysis 

Python programming language (Python Software Foundation)4 was used to extract CNS. Libraries like pandas, numpy 

and API access to ConceptNet which are freely available for install as libraries to base Python language, which were 

used for data preparation. Python was also used to calculate the similarity metrics for extraction of candidate words 

from Glove. The REM modeling after data extraction has been carried out in the computational tool R (R Core Team, 

2016) especially with Bayesmeta  package in R. 

If we have a collection 𝐾 effects sizes, then 𝑌𝑘 is the kth effect-size estimate (with sample variance 𝑣𝑘) of a parameter, 

𝑘. For notational convivence we group all effect-size estimates as T, sample variances as V, and effect-size parameters 

as . We are interested in some overall mean effect size (𝜇) and the between-studies standard deviation (𝜏). Thus, given 

our observed data (T and V) and our parameters (𝜃, 𝜇, and 𝜏), using Bayes’ theorem our meta-analytic model is 

𝑃(𝜇, 𝜏, 𝛉 ∣ T,V) =
𝑃(T,V ∣ 𝜇, 𝜏, 𝛉)𝑃(𝜇, 𝜏, 𝛉)

𝑃(T,V)
 

Because 𝑃(T,V) is independent of any parameters, meta-analysts will typically use a proportional model as shown 

below, 

𝑃(𝜇, 𝜏, 𝛉 ∣ T,V) ∝ 𝑃(T,V ∣ 𝜇, 𝜏, 𝛉)𝑃(𝜇, 𝜏, 𝛉) 

Expanding this equation for the terms to be specified, 

𝑃(𝜇, 𝜏, 𝛉 ∣ T,V) ∝ ∏[𝑃(𝑌𝑘 ∣ 𝜃𝑘 , 𝑣𝑘)𝑃(𝜃𝑘 ∣ 𝜇, 𝜏)𝑃(𝜇)𝑃(𝜏)]

𝐾

𝑘=1

 

Four terms must be specified for this equation: 𝑃(𝑌𝑘 ∣ 𝜃𝑘 , 𝑣𝑘), 𝑃(𝜃𝑘 ∣ 𝜇, 𝜏), 𝑃(𝜇), and 𝑃(𝜏). In a hierarchical model 

format this can be written as 

𝑌𝑖 ∼ 𝑁(𝜃𝑘 , 𝑣𝑘)

𝜃𝑘 ∼ 𝑁(𝜇, 𝜏)

𝜇 ∼ 𝑈(•)

𝜏 ∼ 𝜋(•)

 

where 𝜋(•) distributions attempted here are - Half Normal, Log Normal and Gamma. For the 𝜇 parameter, the 

bayesmeta package has two main prior distribution options: Normal (with mean and variance) or uniform distribution. 

For 𝜏 six priors have been considered - Halfnormal05(0.5), Halfnormal10(1.0), lognormal05(𝜇 = −1.7413,𝜎 =

1.0464), lognormal10(𝜇 = −1.0482,𝜎 = 1.0464), Gamma05(𝛼 = 0.5, 𝛽 = 0.001889), Gamma10(𝛼 = 0.5, 𝛽 =

0.007553). The log-normal parameters and the square root of inverse Gamma parameters  have been matched to half-

normal distributions via 5% and 95% quantiles. These are well known priors  from published meta-analysis , ,. The 

output when applying these different priors is shown in Table [tab:Final.Prior] along with the Credible intervals. 

Numerical and graphical summaries are quite straightforward with R. Point and credible interval estimates (CrI) for 

overall odds ratio (𝜇) for CNS >= 0.5 or CNS < 0.5 in context of Glove (WV) >= 0.5 and WV being < 0.5 are 

presented in Table [tab:OR-estimate]. 

The forest plot shown in Figure [fig:Forest] helps in visualizing the heterogeneity between the 30 relationships and also 

shows the credible intervals for each of the point estimates. 

                                                        

4 https://www.python.org/ 
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Title Estimated OR LL UL 

Antonym 1.319 1.115 1.523 

AtLocation 1.558 1.264 1.853 

CapableOf 1.757 0.516 2.999 

Causes 0.315 -0.456 1.087 

CausesDesire 0.433 -1.304 2.170 

CreatedBy 0.770 -0.746 2.285 

DefinedAs 0.604 -0.726 1.933 

DerivedFrom 1.268 1.078 1.459 

Desires 0.176 -1.609 1.960 

DistinctFrom 1.993 1.545 2.440 

EtymologicallyDerivedFrom 0.681 -0.594 1.955 

EtymologicallyRelatedTo 1.921 1.550 2.292 

FormOf 2.712 2.390 3.033 

HasA 0.401 -0.271 1.074 

HasFirstSubevent 0.886 -0.717 2.488 

HasLastSubevent 0.067 -1.810 1.944 

HasPrerequisite 2.520 1.393 3.646 

HasProperty 0.638 -0.073 1.350 

HasSubevent 0.648 -0.250 1.545 

IsA 1.227 1.123 1.331 

LocatedNear 0.259 -1.770 2.288 

MadeOf 1.686 0.388 2.984 

MannerOf 0.970 0.681 1.260 

MotivatedByGoal 0.699 -0.813 2.211 

PartOf 1.586 1.281 1.891 

ReceivesAction 1.765 0.467 3.062 

SimilarTo 1.380 1.145 1.616 

Synonym 1.501 1.388 1.614 
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Title Estimated OR LL UL 

UsedFor 1.299 0.916 1.683 

It can be seen that the individual odds ratio for the various relationships vary in the REM model. This heterogeneity is 

clearly captured in the REM model. FormOf and HasPrerequisite have the highest OR estimate (2.712 and 2.520 

respectively ) followed by DistinctFrom, EtymologicallyRelatedTo, PartOf, AtLocation and Synonym in the range of 

1.5 to 2. In the next group, SimilarTo Antonym, DerivedFrom and IsA all have OR greater than 1. Although the OR 

estimates for ReceivesAction, CapableOf, MadeOf and UsedFor is greater than 1, the Credible Interval covers 1 and so 

it is not statistically significant. MannerOf has OR 0.970 which is not statistically significant since the Credible Interval 

covers 1. For items with OR less than 1, HasFirstSubevent, CreatedBy, MotivatedByGoal, 

EtymologicallyDerivedFrom, HasSubevent, HasProperty, DefinedAs, CausesDesire, HasA, Causes, LocatedNear, 

Desires and HasLastSubevent do not have statically significant OR because the Credible Interval covers 1. This wide 

range of OR estimations make it difficult to trust the quality of relationships identified. 

The overall results for the different priors are presented in Table [tab:Final.Prior] 

Prior 𝜏 LL UL 𝜇 LL UL 

Half Normal (1.0) 0.543 0.359 0.770 1.255 0.995 1.503 

Half Normal (0.5) 0.526 0.353 0.735 1.258 1.005 1.500 

log Normal (1.0) 0.522 0.347 0.738 1.259 1.007 1.500 

log Normal (0.5) 0.511 0.340 0.720 1.262 1.013 1.498 

Gamma (1.0) 0.511 0.338 0.725 1.262 1.013 1.498 

Gamma (0.5) 0.510 0.337 0.724 1.262 1.013 1.498 

Conclusion 

When importing text into knowledge graphs the quality of relationships is critical. If different relationships within the 

same corpus have different strength and there is disagreement on the notion of closeness then downstream automation is 

risky. Data scientist does not know if the relationship when extracted can be trusted for the task, the odds of it being in 

agreement is favorable for only 9 out of 30 relations studied. In most cases the odds are not statistically significant 

(18/30). The initial candidate words were identified using "closeness" concept of Word2Vec, Glove and FastText. But, 

this notion of closeness is not shared by CNS all the time. Although ConceptNet is trained on Word2Vec and Glove the 

overall OR estimate for Glove is weak. This is one aspect of variability - wide disagreement between the different 

relations within ConceptNet on the "similarity" of the words identified as "nearest neighbor" by Word2Vec, FastText 

and Glove. 

A different aspect studied by this Bayesian REM model is about how much these relationships agree with Web Vector 

models. Since Word2Vec, Glove and FastText are older methods, they have not taken the context of the words into 

account for generating the vector. ConceptNet is hand curated (crowd sourced). Difference in OR estimate and wide 

difference in CI length within each REM and disagreement between the REM models on the strength of relationship 

gives low confidence on the core concept of "similarity" being addressed. 

This presents a challenge for data scientists while automating knowledge creation - what to trust and in which context 

when there is such high heterogeneity among these relations. Unfortunately, this core concept of "closeness" is not 

addressed by researchers, while new metrics for similarity  are being developed. It means that currently this problem 

cannot be solved without manual intervention for knowledge creation. 

Further research can be done on a wider corpus to see if this heterogeneity is prevalent. Authors plan to extend this 

research to other languages beyond English. Handling of zero’s in REM is a active topic . Zero cell problem can be 

further probed by other techniques like Bayesian model. 
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The key objective is to automate various downstream NLP tasks and so care must be taken to generate quality 

relationships. When this itself is questionable, the value of these identified relations for automation decreases 

dramatically. 
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