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ABSTRACT

Finding faults in a Complex Systems at the early stage improves the reliability and it is an emerging area, and the assessment of the fault is performed by Early Fault Prediction Systems (EFPS). The identification process of fault-prone sub modules is the most prioritized (ambiguous sentence) before initiating the testing process of the same modules. The EFPS helps to improve system quality within the specified time and cost values. Early fault prediction in EFPS for the different system components showed significant results concerning the cost and time parameters. According to the state-of-the-art EFPS, ensemble-based classifiers were performed best and most cost-effective compared to other classifier methods. Recently, a random ensemble forest with adaptive synthetic sampling (E-RF-ADASYN) has been developed, is tested on a sample of PROMISE and KAGGLE datasets, and shown the cost-effective classifier results. In the logistic regression to system quality models, and the other knowledge of account for prior probability and costs of misclassification. Probabilities and costs of misclassification in a logistic regression-based classification algorithm for system quality modeling. The decision tree algorithm is an ensemble learning approach for prediction. The algorithm exactly works on developing several decision trees and the decision is based on the popular output class. The proposed work focuses on developing sampling method called Ensemble- Random Forest with Multi-Distinguished-Features Sampling (E-RF-MDFS), for obtaining the best sample illustration for representing the entire dataset. Bat-induced Butterfly Optimization (BBO) has been used for the feature extraction process. The experiments are conducted on 8 datasets of the PROMISE and KAGGLE database. The proposed E-RF-MDFS has improved performance than E-RF-ADASYN in fault detection accuracy, real positive rate, and Pearson's correlation coefficient. On comparing the performance of E-RF-based classifiers, the performance of the proposed MDFS is the best, with an FDA of 99.3% (Xalan v2.6) than the ADASYN classifier.
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1. INTRODUCTION

Faults are inevitable in contemporary system design due to their complex nature. When implemented system projects with faults, they can have unanticipated repercussions, resulting in large losses for businesses or putting people's lives in danger [1]. Currently, more than 80% of the expense of complex systems development and testing is spent on fault correction.

A new strategy that utilizes edition-related defect characteristics to pinpoint variant defects combined with the data extraction technique has been proposed to fill this gap [2]. In [3], it has been proposed to use stacked denoising auto-encoders, a well-known machine learning paradigm, to generate deep representations from standard system measurements. System Designers can use these data to determine which sub systems are prone to be erroneous quickly, the number of faults that could be present in a segment, and other system defect-related information before performing system testing.

Though several classification methods have been employed for outlier detection, researchers in [4] recommended that appropriate criteria, like computational efficiency and easiness, be measured while choosing classification techniques for likelihood models. They discovered that fault prediction approaches often perform equally. Furthermore, there is often a class imbalance with defect data, with non-faulty modules outnumbering defective modules. As a result, most classifiers treat the supplementary samples (i.e., the faulty components) as the main class (i.e., the non-faulty components). Latest research has attempted to apply deep learning algorithms to fault prediction [7], and these methods are promising in finding flaws since reinforced learning has produced decent outcomes in further domains (e.g., digital image processing [5], voice identification [6]). Nevertheless, various issues may restrict deep learning models in system defect prediction projects. Deep learning models, for example, require large volumes of information to validate the algorithm, yet many systems currently lack sufficient faulty data. Furthermore, it has been well established that the accuracy of such fault estimation techniques is highly dependent on the exact scaling of model parameters [8], and deep neural networks often include a substantial percentage of model parameters that are difficult to identify. Furthermore, the topology of
deep learning models has decoupled from biological systems, making it difficult to detect and comprehend. An essential factor for successful system development is good fault identification. As a result, the designer will make the module easier because it cannot be detected by an individual customer who can find problems in client programs [9]. Outlier distortion, skewed datasets, and unbalanced datasets that yield high dimensional features are concerns with software dataset quality. As a result, the authors of [10] suggested an effective feature selection technique for variable selection relevant to a subgroup from an entire dataset and removing extraneous characteristics. As a result, the model's dimensionality is decreased, and the suggested technique's reliability, which employs the cuckoo search algorithm, is fully realized.

The main contributions of this paper are:
1. To obtain Multi-Distinguished Feature Sampling (MDFS) for the best sample illustration in system fault detection.
2. To assess system reliability with optimized costs using Ensemble Random Forest classifiers (E-RF).
3. Employing bat-induced butterfly optimization (BBO) for the feature extraction process.
4. To improve results, PROMISE and KAGGLE - a large-scale dataset for detecting flaws in sub components of complex system.

The remaining part of the paper is structured as follows: Section 2 concisely reviews various concepts of fault detection in system modules using deep learning methods. Section 3 proposes a multi-distinguished feature for the best sample illustration to assess system reliability with optimized costs. Related results and discussions have been depicted in section 4. Section 5 describes the conclusion and scope for further research in E-RF-MDFS.

II. RELATED RESEARCH ON SYSTEM FAULT DETECTION

The background study for relevant work is discussed in the below section. Initially the system defect detection classifiers are considered. An overview of frequently used cost- effective categorization approaches are followed by the ensemble learning methods. Final section discusses the different classification techniques. A standard system fault detection technique uses a predictor (also known as a classifier in machine learning) learned with evaluation metrics and error data (acquired from past releases or comparable projects) to forecast faults in future projects. To forecast defects, many categorization methods have been used. Xu et al. [11] investigated the efficiency of 35 initiatives from the PROMISE and KAGGLE database and 15 missions based on the NASA database in an econometric investigation. A novel approach to predicting software faults has been suggested that considers segmentation and class mismatch concerns. Seven deep learning models were employed to estimate system reliability on four free and open-source applications [12]. The program has been reviewed using various criteria, including C & K, Henderson & Sellers, McCabe, and others. Random Forest and Bagging offer decent results, but Naïve Bayes is the least preferred classification method.

The SFP has lately received a lot of interest for combining methodologies (ensemble techniques and adaptive predictor determination). Several classification models might provide complementary information on the sample to be categorized; hence ensemble merging techniques make use of this. They capitalize on each learner's abilities while avoiding their flaws, improving categorization accuracy. The authors in [13] investigated the application of ensemble algorithms for fault prediction. The findings showed that ensemble approaches considerably increased generalization ability and boosted the resilience of the system defect forecasting model.

The adaptive classifier selection techniques vary from ensemble methods. The optimal classifier is selected, or the values of classifiers are set during the training phase before categorizing the assessment sample in evolutionary algorithms. The decision of a classifier or the learners' ratings are determined during the identification or analysis stage and are reliant on the assessment sample's variable classification methods. Mousavi et al. [14] looked at using a variable classifier selection technique for system failure detection. The author described a vibrant ensemble classification algorithm in which a subgroup of selected classifiers is dynamically picked for each testing case. For seven NASA datasets, the approach's examination revealed that it outperformed the other six examined multiple classifier systems in terms of total efficiency. Authors of a related paper [15] suggested a strategy for adaptive classifier selection for cross-project defect identification. In the case of cross-project bug prediction, the extensive experiments of the strategy revealed that it outperformed the other strategies.

Turabieh et al. [16] created a Layered Recurrent Neural Network-based Iterated Feature Selection method (L-RNN). When L-RNN, which conducted categorization, was introduced to the system, it improved its performance and addressed the System Defect Estimation problem. Nevertheless, to enhance the capacity of defect prediction based on specified criteria, the created approach required a computer model. Tumar et al. [17] used the ADASYN technique to produce an improved Binary Moth Flame Optimization (BMFO). The created BMFO conducted wrap feature extraction, whereas ADASYN improved the original database and solved the unbalanced dataset problem. However, the created feature extraction approach for selecting crucial features improved classifier effectiveness and improved the accuracy of EFPS.
The following were the issues with the existing models: These models need additional SFP techniques with embedded classifiers, which resulted in optimization concerns and overfitting. The system had class imbalance difficulties, which reduced the reliability of automatic fault categorization and prevented the program from exploring many defects. The suggested ensemble classifier solves the difficulties that existed in the previous approaches in the current study effort, which predicts the inherent errors in the program. Balaram et al. [18] employed an intelligent strategy to forecast SFP by integrating ADASYN with E-RF to build the Butterfly Optimization Algorithm (BOA) for identifying important characteristics. The BOA eliminates the problem of overfitting, while ADASYN addresses the issue of data imbalance for supplementary classes, resulting in a consistent data deformation mechanism.

The main drawback of the method proposed in [18] is that Adaptive synthetic sampling delivers random data samples, and it cannot find the sample based on distinguishing features. Therefore, it sometimes fails to present the best sample illustration for large datasets. So, the proposed sampling technique, say, MDFS, initially finds the distinguished system data objects and then finds the samples near to derived distinguished data objects. Thus, it produces the best samples compared to the adaptive synthetic sampling method.

III. PROPOSED E-RF WITH MULTI-DISTINGUISHED-FEATURES SAMPLING (E-RF-MDFS) FRAMEWORK

This paper uses a technique to solve the SFP issue by combining the Ensemble classifier with MDFS. For Feature Extraction (FE) in SFP, the schematic diagram has been used with the Bat-inspired Butterfly Optimization Algorithm (BBO).

The flowchart of the overall architecture is depicted in Figure 1. The input data is got from the PROMISE and KAGGLE dataset, and all the required features have been extracted using the BBO algorithm from the input dataset. The MDFS executes the sampling process by finding samples near distinguished data objects. For the assessment of the findings produced for the SFP model, several learners, including multiple linear regression (MLR), k-nearest neighbor (KNN), and support vector machine (SVM), have been assessed with ensemble classification methods. When the classifier reviews the fault estimate, the suggested MDFS technique comes to an end. For 12 iterations, the E-RF examines findings until the optimum efficiency values are attained. If the criteria are satisfied and the optimum value is found, stop evaluating; otherwise, resume the feature extraction procedure.

3.1 Input dataset for EFPS

An online database called PROMISE and KAGGLE are frequently utilized to test the efficiency of the proposed technique for fault detection. These samples have been collected using TERA-PROMISE. These databases come from PROMISE and KAGGLE Home, much like the NASA dataset. Scripts, Feedback for a Class, Mean McCabe, Mean Process Overhead, Dependency Among Object Classes, and other parameters are used in PROMISE and KAGGLE. All projects in the PROMISE project employ the same amount of features. The data utilized in this research comes from the
3.2 Extraction of features using Bat-induced Butterfly optimization (BBO)

Feature Extraction (FE) is an initial treating phase used to increase the quality of a product. It's a collection of algorithms to identify the best subset of attributes in the original database that properly matches the raw data. Determining the smallest reduction and assessing the selected attributes are the two key steps of the FE process. The essential task is to determine if the beat FE about the qualities of the original data still exists. As a result, FS is regarded as a search unit representing a subset of the attribute at each random search location. A bat-inspired butterfly optimization (BBO) was utilized to choose the best feature and eliminate unnecessary data.

In this BBO, each Bat is identified using a single frequency $\Omega$ and pitch of the sound $\mu$, instead of varying frequencies and pitch values. The location and speed of the Bat at a particular instant of times are shown below

$$
\begin{align*}
\mathbf{u}_i(t) &= \mathbf{u}_i(t-1) - [s_i(t) + s_i(\ast)] \times \Omega \\
\mathbf{s}_i(t) &= \mathbf{s}_i(t-1) - \mathbf{u}_i(t)
\end{align*}
$$

The location of each Bat has been defined by $\mathbf{u}_i(t)$, speed $\mathbf{s}_i(t)$, and beat rate $p_i(t)$. $\mathbf{u}_i(t-1)$ is the previous location of the Bat. $s_i(\ast)$ is the universal best speed. $\mathbf{s}_i(t-1)$ is the speed at the previous instant of time. Frequency $\Omega$ is kept constant for all the bats, and its value is 0.6.

The main change is the addition of an evolutionary algorithm to boost population diversity in hopes of improving detection accuracy and hastening convergence to the optimum solution. Once a response is chosen from among the existing best options for the search algorithm, a new solution for every Bat is created locally utilizing non - the linear model given as

$$
\mathbf{u}_{old} = \mathbf{u}_{new} - \beta \mathbf{u}_i^t, \quad \text{for} \quad \beta > p
$$

$\mathbf{u}_{new}$ is the new location of the Bat. $\mathbf{u}_{old}$ is the past location. $\beta$ is an arbitrary number whose value lies between 0 and 1 and is greater than the beat rate, i.e., $\beta > p$. $\mathbf{u}_i^t$ is the mean speed at which the bats traverse at time $t$.

When $\beta \leq p$, a mutation operator is introduced to improve the species and its offsprings based on butterfly optimization by considering the smell, the butterflies use chemoreceptors to perceive and sense the aroma of flowers. By shifting their postures, the aroma assists the butterfly in finding the best optimum mating partner, dependent on the intensity. The scent will be directed by evolutionary algorithms, which are butterflies responsible for determining the motions of certain other butterflies in the searching region. The butterfly will feel the blossom based on the strength of the aroma by randomly exploring itself and finding a new place, a procedure provided by local discovery. If the butterfly does not detect the aroma, it will approach the butterfly for breeding purposes. So, the new location is defined as

$$
\mathbf{u}_{new} = \mathbf{u}_{p1}(t) + S[\mathbf{u}_{p2}(t) - \mathbf{u}_{p3}(t) - \mathbf{u}_{p4}(t)] \times \left[ \frac{z-1}{r+1} - \alpha_1 \right]
$$

The new position is updated by considering the mutation factor $S$ defined by the smell of flowers in the butterfly optimization. $\mathbf{u}_{p1}(t)$, $\mathbf{u}_{p2}(t)$, $\mathbf{u}_{p3}(t)$ and $\mathbf{u}_{p4}(t)$ are uniformly distributed in random locations in $\left[ \frac{z-1}{r+1} - \alpha_1 \right]$ space with a minimum value of 1 and a maximum of $N$. The methodology of BBO is given in Algorithm 1.

Algorithm 1: Bat-induced Butterfly Optimization Algorithm

Start

Step 1: Parameter Initialization
- Fix the value of $t = 0$, the total number of butterflies and bats denoted as $N$, the pitch of bats $\mu$.
- Each Bat is identified by using a single frequency $\Omega$.
- Initial speed $s_i(1)$, and initial beat rate $p_i(1)$. Butterfly mutation factor is $S$.

Step 2: for $i=1:N$,
- Choose random values for $p1 \neq p2 \neq p3 \neq p4 \neq i$.
- If $\beta > p$, Calculate the current location and speed of the Bat using bat optimization as
  $$
  \mathbf{u}_i(t) = \mathbf{u}_i(t-1) - [s_i(t) + s_i(\ast)] \times \Omega \\
  s_i(t) = s_i(t-1) - \mathbf{u}_i(t)
  $$
  The new location is given by
  $$
  \mathbf{u}_{new} = \mathbf{u}_{old} + \beta \mathbf{u}_i^t
  $$
- End if

Else If $\beta \leq p$, calculate the current location using Butterfly optimization as
  $$
  \mathbf{u}_{new} = \mathbf{u}_{p1}(t) + S[\mathbf{u}_{p2}(t) - \mathbf{u}_{p3}(t) - \mathbf{u}_{p4}(t)]
  $$
  Else increment $i$

End for
Step 4: Based on the updated location, calculate the capability of the offspring.
Step 5: Select the best offspring

Thus bat-induced butterfly optimization (BBO) is achieved by algorithm 1 by employing bat optimization for an arbitrary value greater than the beat rate ($\beta > p$). Suppose the $\beta$ value is less than or equal to the beat rate, which indicates that the Bat has lost its frequency importance and the sense of smell of the butterfly is dominant in this case. So, butterfly optimization has been carried out for $\beta \leq p$. Finally, best offsprings are calculated based on the updated location values.

3.3 Proposed Multi-Distinguished Features Sampling (MFDS)

The data samples delivered by adaptive synthetic sampling are random. It is impossible to locate the sample using distinguishing characteristics. As a result, with huge datasets, it occasionally fails to give the optimal example illustration.

Let the large dataset used for EFPS is denoted as $D$. The number of classifiers used for fundamental classification is given as $N$. Samples near Distinguished Data Objects (DDO) are identified using two parameters: $D_{\text{main}}$ represent the subset of main data objects in the dataset and $D_{\text{suppl}}$ is the subset of supplementary data objects in the dataset. Now, the samples near DDO are called an up-sampled subset of the main ($D_{\text{up,main}}$) and supplementary data ($D_{\text{up,suppl}}$) objects are calculated as

$$D_{\text{up,main}} = DDO[D_{\text{main}}, \alpha \pm \text{original}_{\text{main}}]$$  \hspace{1cm} (5)

$$D_{\text{up,suppl}} = DDO[D_{\text{suppl}}, \mu \pm \text{original}_{\text{suppl}}]$$  \hspace{1cm} (6)

$\text{original}_{\text{main}}$ and $\text{original}_{\text{suppl}}$ are the original main and supplementary subset before the process of sampling. $\alpha = n/N$. where n is any classifier and N denotes the overall amount of classifiers. $\mu$ is the ratio of variation of DDO before and after the upsampling process and is expressed as

$$\mu = \frac{[\text{original}_{\text{main}}/\text{original}_{\text{suppl}}] }{\pm \alpha}$$  \hspace{1cm} (7)

Hence to locate all the samples with distinguished features, the proposed MFDS method combines both upsampling subsets of the main ($D_{\text{up,main}}$) and supplementary data ($D_{\text{up,suppl}}$) objects.

$$D_{\text{DDO}} = \{DO[D_{\text{main}}, \alpha \pm \text{original}_{\text{main}}]\} + \{DO[D_{\text{suppl}}, \mu \pm \text{original}_{\text{suppl}}]\}$$  \hspace{1cm} (8)

In simple terms, MFDS locates all the samples in a large dataset by combining upsampled subsets of both main and supplementary data, $D_{\text{DDO}} = \{D_{\text{up,main}} \cup D_{\text{up,suppl}}\}$ and is given in Algorithm 2.

**Algorithm 2: Proposed Multi-Distinguished Features Sampling (MFDS)**

**Start**

**Inputs:**
- Let the large dataset used for EFPS is denoted as $D$.
- The number of classifiers used for fundamental classification is given as $N$.
- $D_{\text{main}}$ the subset of main data objects in the dataset and $D_{\text{suppl}}$ is the subset of supplementary data objects in the dataset.
- for $n=1,2,\ldots,N$ compute

**Step 1:** $\alpha = n/N$

**Step 2:** Upsample subset of main data objects as $D_{\text{up,main}} = DDO[D_{\text{main}}, \alpha \pm \text{original}_{\text{main}}]$.

**Step 3:** Upsample subset of supplementary data objects with the upsampling rate of $\mu = \frac{[\text{original}_{\text{main}}/\text{original}_{\text{suppl}}] }{\pm \alpha}$ $D_{\text{up,suppl}} = DDO[D_{\text{suppl}}, \mu \pm \text{original}_{\text{suppl}}]$.

**Step 4:** To locate all samples in a large dataset, combine upsampled subsets of both main and supplementary data, $D_{\text{DDO}} = \{D_{\text{up,main}} \cup D_{\text{up,suppl}}\}$. 
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Step 5: Now, train the classifier \( n \) using \( D_{\text{ddo}}^{\text{total}} \) to predict system faults accurately.

As a result, the suggested sampling approach, such as MDFS, first discovers differentiated system data objects and then finds samples near distinguished data items. MDFS uses incomplete data interpolation methods to build innovative supplementary data samples.

Figure 2 Method of obtaining \( D_{\text{ddo}}^{\text{total}} \) in the proposed MDFS framework.

Figure 2 depicts the method of obtaining \( D_{\text{ddo}}^{\text{total}} \) employing the proposed MDFS framework. The strategies generate upsampling supplementary class samples by inducing some arbitrary absence over the main class samples and estimating the deficient scores using incomplete data matching approaches. These unique matching-based upsampling techniques are then used in E-RF schemes, such as enhancing and reducing algorithms, to provide a variety of new ensemble-based strategies.

Figure 3 System Fault Detection using in Decision tree.

Figure 3 shown in feature extraction is a sort of dimensionality reduction in which a large number of pixels in an image are efficiently represented in order to effectively capture interesting areas of the image. Built-in testing and other fault detection mechanisms often note the time the issue occurred and either activate alerts for manual intervention or start automated recovery. Dip-slip defects move in the direction of the dip plane and are classified as either normal or reverse depending on where they move. Strike-slip faults are horizontally moving faults that are classed as either right-lateral or left-lateral. Fault locators are used to locate defects in communication and control cables so that they can be repaired quickly. Cable fault locators are essential for reducing downtime and making maintenance easier. A decision tree is a
form of probability tree that allows users to make a decision on a given procedure. A decision tree is a form of supervised
machine learning that categorizes or predicts outcomes based on the answers to prior queries. The model is supervised
learning, which means it is trained and evaluated on a set of data containing the intended categorisation.

\[
I = \frac{H}{4} \left( \frac{R^2 + 2Rr + 3r^2}{R^2 + Rr + r^2} \right) + \pi r^2 \left( h - \frac{h_1}{3} \right) \sqrt{\frac{h^2}{a^2} + 2ab} + \frac{1}{2} \delta^2 + \delta
\]  

(8)

As shown in equation (8) is an \( \pi r^2 \left( h - \frac{h_1}{3} \right) \) mathematical function for decision trees and the control for quick decision making for the fault and \( \frac{1}{2} \delta^2 \) detection in learning for the machine learning development process of the \( \frac{H}{4} \left( \frac{R^2 + 2Rr + 3r^2}{R^2 + Rr + r^2} \right) \) software the locator as in equation (9),

\[
I = \int \cos(px + E) + 2 \sin \frac{ph}{2} \cos \left[ px + E + \frac{(ph + \pi)}{2} \right] + \left( \frac{h}{1 + hx + x^2} \right)
\]  

(9)

As shown in equation (9) where is a \( \cos(px + E) \) trigonometric function in feature extraction in data and fault factor process in the decision tress \( \left( \frac{h}{1 + hx + x^2} \right) \) can be reduced the fault classifiers in equation 10 as,

\[
K = h^2u^2 \left( u + \frac{\pi u}{d^2} \right) \int \sin \theta \frac{u(u-1)}{2} \Delta^2 y_\theta + \frac{u(u-1)(u-2)}{6} \Delta^3 y_\theta
\]  

(10)

As shown in equation (10) process of the \( \left( u + \frac{\pi u}{d^2} \right) \) detection in the communication and \( \frac{u(u-1)(u-2)}{6} \Delta^3 y_\theta \) reduced the fault and control to detecting and making for \( \int \sin \theta \frac{u(u-1)}{2} \Delta^2 y_\theta \) decision tree and an software quality to development for decision tree in fault detection.

Figure 4 shown in the method of modelling the likelihood of a discrete result given an input variable logistic regression. A probabilistic labelling method selects the labelled positive instances from the entire collection of true positive. Term used to describe data that has not been tagged with labels describing features, qualities, or categories. The majority of machine learning algorithms rely on unlabelled datasets. Enhanced features relates to the extra program features made available to client via the Enhanced Features configuration form. Program capability that is supplied to the Client in accordance with the Enhanced Features set-up form is called “Enhanced Features. It is a basic extension of binary logistic

---

**Figure 4 System Fault Detection using Multi-Distinguished-Features Sampling in logistic regression**

Figure 4 shown in the method of modelling the likelihood of a discrete result given an input variable logistic regression. A probabilistic labelling method selects the labelled positive instances from the entire collection of true positive. Term used to describe data that has not been tagged with labels describing features, qualities, or categories. The majority of machine learning algorithms rely on unlabelled datasets. Enhanced features relates to the extra program features made available to client via the Enhanced Features configuration form. Program capability that is supplied to the Client in accordance with the Enhanced Features set-up form is called “Enhanced Features. It is a basic extension of binary logistic
regression that enables for more than different classifications of the dependent or outcome variable to be included in the model. Statistically significant effectiveness between a Licensed Product and an active patient group in comparison to a placebo group is defined as "Positive Data" in a clinical research. Data that do not allow us to reject our null hypothesis are referred to be negative. Because the null hypothesis cannot be proven, such data are frequently difficult to publish. Every scientist is currently working on a project has a vast file cabinet full of research data.

As shown in equation (11) denotes \((x^2 + QR)\) for the multi-feature extraction and \(\frac{QR(q + R)}{q^2 + R^2 - y^2}\) the logistic regression can be

\[
G = (x^2 + QR) \pm \frac{QR(q + R)}{q^2 + R^2 - y^2} + 2PQ - \left(\frac{q + R}{2P}\right)
\]

(11)

As shown in equation (12) says \(\frac{QR(q + R)}{q^2 + R^2 - y^2}\) identify most important of the features in \(2PQ\) modified the regression in equation (12) can be

\[
H = \frac{1}{2} \delta^2 + \delta \left[1 + \frac{\delta^2}{2} \sum \frac{\partial y}{\partial x} y_r - \left(\frac{n}{4}\right) y_1 + \frac{\delta^2}{8} \sum \Delta y_1 + \frac{n}{2}\right] \Delta^2 y_1
\]

(12)

As shown in equation (12) says \(\frac{QR(q + R)}{q^2 + R^2 - y^2}\) the mathematical function for the effective algorithm for the \(\left(\frac{n}{2}\right) y_1\) currently working in an complex system in \(\frac{n}{2}\) \(\Delta^2 y_1\) dataset process of variable logistic function in \(\frac{1}{2} \delta^2\) dependent of the outcome for equation (13),

\[
E = \int \frac{\partial y}{\partial x} E + \frac{\partial^2 u_x}{\partial^2 E} m^2 g^2 + 2m^2 \frac{\partial^2}{\partial^2 x} \left[\frac{\pi}{2} p^2 + 2p^2 \cos \alpha + p^2\right]
\]

(13)

As shown in equation (13) denote \(\int \frac{\partial y}{\partial x} E\) the mathematical function for enhance feature \(2p^2 \cos \alpha\) in trigonometric function for positive data in \(m^2 \frac{\partial^2}{\partial^2 x} \left[\frac{\pi}{2} p^2 + 2p^2 \cos \alpha\right] m^2 g^2\) modified the logistic regression \(p^2\) in the multi logistic regression for feature dataset can be negative and postive data can be labeled.

3.4 Ensemble-Random Forest Classifier for cost-effectiveness

Ensembles of classifications are very effective in improving predicted precision and breaking down more complicated issues into smaller glitches. A collaborative method, also known as multiple classifiers, is a classification scheme with independent components that are merged and given a class label for new occurrences. Many ways have been proposed to meet this condition, and a suitable combination of varied classifiers is necessary. For results evaluation, the collaborative classifiers employed are KNN and DT. The finest among all of these classification methods is identified. When the best optimal values have been identified, they are put into the RF classifier for fault detection.

The RF is a classification scheme that enhances forecast precision by using an ensemble of classifiers. The RF technique, also known as random choice forest, is a collaborative learning model for categorization, prediction, and other problems. At training time, it creates a cluster of decision trees and produces a subclass that is the average forecast of individual trees. The number of forest trees and the resulting precision has a direct proportional connection in RF. A distinct tree is built using a unique bootstrap sample of raw data. Following the formation of the forest, each item known as a tree is categorized for judgment purposes. The selection of the tree is made for every derived object that signifies a point, and the forest chooses the class that has gotten the most points for the entities.

When utilizing the RF, the generalization fault is guaranteed to be mostly determined by the tree power that ensures tree coherence. The components \(u\) and \(v\) are polled in the RF model using the maximum pointing strategy, which classifies the defects and is given in Equation (9).\(C[u, v] = \{\sum_{n=1}^{N} P[p_n(u) = p_n(v)]\} T\)

(14)

Where \(n\) is any random tree in the forest, \(T\) is the total number of trees in the forest, \(P[\cdot]\) denotes the pointer function whose value is either 1 or 0, depending on the event's occurrence. \(p_n\) points to a tree in the forest.

As a result, RF assigns an essential score to the characteristics, which will be changeable and used to choose the most significant ones. Terminate the procedure when the classifier has been evaluated; else, proceed with the feature extraction procedure if the classifier assessment is not done.

IV. RESULTS AND DISCUSSION FOR THE PROPOSED E-RF-MDFS

The evaluation of the proposed E-RF-MDFS has been performed in Python. The "PROMISE" dataset has been used as an
input for the simulator. The simulator was running on the system Intel Core i5, 8 GB RAM, and 500 GB of storage. All projects in the PROMISE and KAGGLE databases employ the same amount of features. The data utilized in this research comes from the PROMISE and KAGGLE datasets and includes Xalan v2.6, Ant v1.7, Camel v1.6, Jedit v4.0, Log4j v1.0, Lucene v2.4, Poi v3.0, and Tomcat v6.0.

The following parameters have been considered for simulation:
1. Fault Detection Accuracy (FDA)
   It is the proportion of the number of faulty observations detected to the total number of faults in the system.
2. Real Positive Rate (RPR)
   It is a metric for the number of actual positives that have been appropriately detected.
   \[ RPR = \frac{RP}{IN + RP} \]  
   (15)

   Measurements that forecast actual positives are Real Positives (RP), whereas measurements that are wrongly represented as negatives are referred to as Incorrect Negatives (IN).
3. Pearson's Correlation Coefficient (PCC)
   The final criteria are PCC, which ranks fault detection methods based on their FDA approval. PCC has a value range of -1 to +1. The method with a value of -1 is irreconcilable; zero represents resemblance to arbitrary prediction, while one represents an optimal strategy. A nearer score to +1 indicates that the actual and test values have a strong link.

   Current studies use K-Nearest Neighbor (K-NN), Decision Tree (DT), and E-RF-ADASYN to enhance a database's system reliability with high dimensional features and an unbalanced dataset. These existing methods have been compared with the proposed E-RF-MDFS.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Pearson's Correlation Coefficient</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>-0.53</td>
<td>4</td>
</tr>
<tr>
<td>K-NN</td>
<td>-0.72</td>
<td>3</td>
</tr>
<tr>
<td>E-RF-ADASYN</td>
<td>0.72</td>
<td>2</td>
</tr>
<tr>
<td>E-RF-MDFS</td>
<td>0.82</td>
<td>1</td>
</tr>
</tbody>
</table>

The PCC score is used to rank all classifiers and is shown in Table 1. Values between -0.20 and -0.60 suggest poor classifiers, which have a poor relationship with reality. With a rank of 4, DT is considered a poor classifier with a PCC of -0.53. Because of the acquired PCC value, K-NN has been deemed compatible in this context. E-RF-MDFS has been ranked top with a score of 0.82 because it was closest to +1 compared to E-RF-ADASYN. Among all the classifiers, E-RF-ADASYN was rated as the second most compatible method, with a score of 0.72.
Figure 5 shows the RPR assessment of several classification schemes with the proposed E-RF-MDFS for EFPS. Various datasets in the large PROMISE and KAGGLE databases have been considered for analysis. Among the datasets, Poi v3.0 has the least RPR, and Xalan v2.6 has the best RPR value irrespective of the classifier being employed. Ant v1.7, Camel v1.6, Jedit v4.0, Log4j v1.0, Lucene v2.4, and Tomcat v6.0 have almost similar RPR values. Among the various classifiers, DT and K-NN have given poor RPR performance. The RPR of E-RF-ADASYN has been improved than K-NN and DT since it can overcome the problem of imbalanced datasets. The proposed E-RF-MDFS gives the best performance since it can accurately find both the main and supplementary DDO, thereby providing the best value of RPR.
Figure 6 Comparison of FDA among various classifiers with the proposed E-RF-MDFS for EFPS.

Figure 6 represents the FDA (%) assessment of several classification schemes with the proposed E-RF-MDFS for EFPS. Even here, 8 datasets have been compared. It has been observed that Xalan v2.6 and Camel v1.6 have a constant FDA of around 97.5% and 63% for both DT and K-NN classifiers, respectively. For other datasets, the performance of K-NN is superior to DT. On comparing the performance of E-RF-based classifiers, the performance of the proposed MDFS is the best, with an FDA of 99.3% (Xalan v2.6) than the ADASYN classifier.

Figure 7 Comparison of PCC values among various classifiers with the proposed E-RF-MDFS.

A comparison of PCC values among various classifiers with the proposed E-RF-MDFS has been given in Figure 7. The lines represent the algorithm’s PCC score in the classification process. DT has been ranked last among all classifiers, whereas E-RF-MDFS remained top. DT is considered a poor classifier with a PCC of -0.53. E-RF-MDFS has been ranked top with a score of 0.82 because it was closest to +1 compared to E-RF-ADASYN.
Figure 8 depicts the comparison of E-RF with other ensemble methods in terms of FDA and RPR for EFPS. During the instability of DT, a little variation in the layout of the effective decision tree resulted in often erroneous findings. Similarly, the K-NN does not learn or generate any discriminating function throughout the training phase. Hence, DT and K-NN methods gave poor performance in both FDA and RPR. Utilizing a representative sample of data and characteristics, the suggested E-RF decreases the correlation between trees and provides the best value of FDA and RPR. The performance of the proposed E-RF-MDFS has improved for all the performance metrics. It selects the most relevant features through appropriate integration of bat and butterfly optimization through the BBO feature extraction algorithm. Also, MDFS first discovers differentiated system data objects and then finds sample s near derived distinguished data items through evaluation of $D_{ddo}^{total}$.

V. CONCLUSION

The suggested research focuses on creating a new sampling approach known as Ensemble-Random Forest with Multi-Distinguished-Features Sampling (E-RF-MDFS) for finding the best sample illustration for portraying the full dataset. The feature extraction technique has been carried out using Bat-induced Butterfly Optimization (BBO). The tests are carried out on 8 datasets from the PROMISE and KAGGLE repository to show that the suggested E-RF-MDFS is more efficient than other established approaches such as DT and K-NN. The suggested technique has been evaluated using fault detection accuracy, actual positive rate, and Pearson's correlation coefficient. The suggested E-RF-MDFS achieves the greatest results because it can properly locate the main and supplementary DDO, resulting in the best RPR value. In addition, E-RF-MDFS has been given the highest score of 0.82 since it was the closest to +1 compared to E-RF-ADASYN. When assessing E-RF-based classifiers' effectiveness, the suggested MDFS outperforms the ADASYN classifier with an FDA of 99.3 percent (Xalan v2.6).
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